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ABSTRACT

Seeking to enhance the autonomous perfor-
mance of a delivery drone, which is envi-
sioned for delivering parcels to homes, of-
fices, and other urban and rural locations,
we present a study where we evaluate the
use of state-of-the-art Artificial Intelligence
(AI) tools, specifically language and genera-
tive models such as Diffusion Models, CLIP,
and ChatGPT, to address the challenge of
recognising unfamiliar places based on tex-
tual descriptions provided by customers. This
concept draws inspiration from contempo-
rary e-commerce practices, where customers
typically provide textual descriptions of deliv-
ery destinations. Such descriptions serve as
additional guidance to assist the delivery per-
son in reaching the intended location. Our
objective is to investigate how to process such
textual descriptions to be comparable with the
observations made by a delivery drone. Based
on our preliminary assessment, these AI mod-
els can leverage the autonomous behaviour of
a drone that is required to navigate to un-
familiar destinations, relying on images cap-
tured by its onboard camera and the textual
description provided by the customer to ac-
complish this goal.

1 INTRODUCTION

When the Amazon Primer Air program was launched in
December 2013, the expectations for drone delivery rapidly
grew. Today, the technology is ready, and drones can arrive
at a location autonomously using a GPS coordinate to guide
them toward the destination. Unfortunately, in USA, as much
as in most of the countries of the Commonwealth, the regula-
tions have inhibited the widespread use of this technology [1],
and that has made it difficult to carry out a realistic evaluation
of how effective this technology would be in real life deliv-
ery scenarios, especially in developing countries where urban
organisation tends to be less ordered, let alone rural areas.

Poorly designed and maintained neighbourhoods could
complicate the transportation of goods, especially in the stage
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known as the last-mile delivery, where parcels are taken from
a distribution centre to the last destination provided by the
customer (home or business address) [2]. The last-mile deliv-
ery is expected to be the most challenging and costly stage of
the logistics behind the delivery of goods in e-commerce [3].

Among the different problems in last-mile delivery, an
inaccurate or wrong delivery address is a recurrent one, es-
pecially when the customer is away from home to assist the
courier [4]. One can expect this problem to worsen if the
courier is unfamiliar with the area or has never been to the
delivery place. For these reasons, it is a common practice to
request the customer with a textual description of the deliv-
ery place, soliciting references or landmarks that could help
the courier recognise the delivery location more quickly. Un-
der this scenario, even a description of the appearance of the
place and objects around it, such as trees, cars, and lampposts,
are expected to be provided by the customer if they consider
that these are distinctive landmarks that would help to recog-
nise their place.

If, in the near future, companies plan to utilise au-
tonomous drones to assist in the last-mile delivery stage, then
we can anticipate that these delivery drones will encounter
the same aforementioned issues, in particular, the recognition
of the places where it has never been before. In this respect,
a delivery drone could also exploit the customer’s textual de-
scription the same way a delivery person uses it to find a de-
livery place. However, to achieve this, the textual information
has to be represented so that it can be compared with obser-
vations of the scene made by the delivery drone. As it has
been widely investigated, onboard cameras are low-cost sen-
sors that can produce rich visual information [5], and it has
become common now for a drone to have at least one onboard
camera.

Therefore, a broader question is, what is the shared space
where textual and visual information can be mapped such that
these can be compared in order to recognise that what is being
described is similar to what is being visually observed? Moti-
vated by the latter, in this work, we explore the use of state-of-
the-art language and generative models to address this ques-
tion. First, we assume that a customer provides a textual de-
scription of a delivery place (denoted as target). Then, we
propose to use a generative model known as the Stable Dif-
fusion model [6], to generate images from a textual descrip-
tion that can be compared directly against the target. Figure
1 shows some examples of images generated by the Diffu-
sion Model from textual descriptions provided by a subject.
However, like any other generative model, an image gener-
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Figure 1: Target images and their synthetic images generated with Stable Diffusion using prompts provided by human subjects
in this study. Each column shows the best synthetic image generated with a prompt provided by subject 1 in this study, in total,
10 prompts. The best image has the highest similarity score that compares the image embeddings of the target and synthetic
images using the cosine distance.

ated with Stable Diffusion can not be compared directly with
the image of the delivery place at the pixel level such as it is
typical for place recognition methods based on visual descrip-
tors or neural networks [7, 8]. For instance, if the customer
inputs “a red car”, then the Diffusion Model is likely to gen-
erate a red car visually dissimilar to a red car observed in the
drone’s camera image.

A visual comparison may not be possible between an ar-
tificially generated image and a real camera image. However,
at the semantic level, if a red car exists, we want a similarity
measure to reward it. Thus, the more semantic concepts are
found between these images, the higher the similarity score.
Therefore, we propose to explore the use of the Contrastive
Language-Image Pretraining model (CLIP) [9], a neural net-
work model that has learned to associate images with textual
descriptions through the generation of numerical representa-
tion known as embedding, where images and textual descrip-
tions are represented in a shared space at the semantic level.

The Diffusion Model used in this work is still slow to be
used in real time. Nevertheless, we have designed a set of
experiments to get insights into its potential use and discuss
some avenues of research on how it could be exploited in tan-
dem with language models such as CLIP and ChatGPT.

2 RELATED WORK

Recently, there is a strong trend in developing multi-
modal approaches which aim to take advantage of more than
one modality of information (visual, textual, speech, etc.).

Among these, there is one combining the capabilities of Com-
puter Vision and Natural Language Processing commonly de-
noted as Vision-and-Language models1 which covers many
very challenging tasks such as i) image captioning aiming to
generate a natural language description from an input image,
ii) visual question-answering which objective is to find an-
swers by means of a question in natural language and a related
image, iii) image retrieval which aims to retrieve the data in a
given modality by the cues provided in another modality, iv)
Phrase grounding which involves object detection from an
input image and a phrase in natural language, and v) image
generation which aims to generate an image from the infor-
mation provided by a textual description in natural language.

Generating an image from a textual input is a challeng-
ing task that has been addressed from different perspectives.
Generative Adversarial Networks (GANs) have been widely
exploited for image generation demonstrating an impressive
performance [10]. Transformers-based architectures, which
have proven to be very powerful for addressing several natu-
ral language processing tasks, have also been used as a way to
generate images from textual descriptions [11]. State-of-the-
art has been outperformed by Diffusion models2, which are
inspired by non-equilibrium thermodynamics [12]. In partic-
ular, some of these models have attracted attention beyond the
research community as they have been made publicly avail-
able online through simple interfaces causing their extensive

1https://huggingface.co/blog/vision language pretraining
2https://lilianweng.github.io/posts/2021-07-11-diffusion-models/
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use in many respects. Examples of these models are Imagen3

and DALLE-24. Another model of this type is Stable Diffu-
sion5 [6] which besides allows the users to access the source
code and weights of the model6.

There are other visual-and-language models capable of
performing more general tasks. CLIP allows us to determine
if an image and a textual description can be paired since it was
pre-trained in “image-text” pairs. For doing so, both inputs
are converted to an embedding representation allowing us to
compare them by means of cosine similarity. On the other
hand, there is VisualBERT a model for learning joint contex-
tualised representations of vision and language [13] enabling
them to capture semantics between images and texts.

A very important aspect to be considered in text-to-image
tasks is how to evaluate the model’s performance. Some op-
tions are to quantitatively measure the alignment between the
images generated and the textual descriptions or to measure if
the objects mentioned in the textual description are detected
in the generated image [14]. However, the inherently subjec-
tive nature of textual descriptions made in natural language
has made it important to assess these systems by considering
human judgments on the generated images [15].

Vision-language models can have a wide range of applica-
tions [16] in different AI areas like robotics, where language
and vision can provide very useful information for improv-
ing the understanding of the environment where a robot must
perform. However, related work combining vision, language,
and robotics is scarce. Vision-and-Language Navigation at-
tempts to provide communication skills between humans and
agents for navigating in 3D environments [17]. The use of
language has also been used as a tool for monocular depth es-
timation by means of CLIP [18] and also by processing spo-
ken language together with object recognition [19]. Taking
advantage of DALL-E, in [20] DALL-E-Bot is presented, it
is an autonomous robot able to rearrange objects in a scene
by inferring a textual description, then generating an image
representing a human-like arrangement of these objects, and
finally performing physically the movements.

To the best of our knowledge, diffusion models have not
been used for helping on autonomous drone navigation. Our
proposal is aimed to contribute in this direction by evaluat-
ing the performance of such models to generate images from
a textual description provided by users and enable a direct
comparison with target images that could be captured with
the drone’s onboard camera.

3 METHODOLOGY

The CLIP model represents an image or a textual descrip-
tion via a numerical embedding vector that can be compared
using a similarity score based on the cosine distance (with

3https://imagen.research.google/
4https://openai.com/dall-e-2
5https://stablediffusionweb.com/
6https://github.com/CompVis/stable-diffusion

values between -100 and 100). In a straightforward manner,
we could compute the embedding of the textual description
provided by the customer and compare it against the com-
puted embedding of a target image. We explored this ap-
proach in the first part of the experiments, and it will be noted
that the similarity score between a textual description and a
target image reaches an average of 30. In contrast, two em-
beddings of the same image achieve a score of 100 and if the
image begins to change in appearance, the less similar, the
smaller the score with a tendency towards zero.

We also observed that different textual descriptions with
significant changes for the same target image produced scores
with no significant difference. This would make it difficult to
assess whether a textual description is better than another or
the opposite, this is, whether one image corresponds better to
a textual description than another. For this reason, we propose
to map the textual description to the visual space through the
use of the Stable Diffusion model. Thus, an image embedding
can be computed with CLIP and compared directly with the
corresponding image embedding of the target image. In this
work, textual and image embeddings are numerical vectors of
512 float numbers.

For the comparison, we employ the cosine distance be-
tween two vectors as proposed in the CLIP methodology.
Suppose we have an embedding for a target image et and
an one for the image generated with Stable Diffusion es, then
the similarity score is (Note that for the sake of interpretation,
the cosine distance is multiplied by 100):

score = 100.0× cos(et, es) = 100.0× et · es
∥et∥∥es∥

(1)

In sum, given a textual description, we use Stable Dif-
fusion to generate a synthetic image, which is expected to
contain semantic information described in the text and this is
why we can compare it against a target image at the semantic
level using CLIP.

4 EXPERIMENTAL FRAMEWORK

To evaluate our proposal, we assume that we have target
images depicting different outdoor areas representing deliv-
ery locations, and then we asked subjects to provide textual
information about the target images by only looking at them.
The subjects had not seen the images before, and only at the
moment of the request can they pay attention to the image
and write down their description. We seek to emulate the sce-
nario where a customer can visually observe a delivery place
and describe it in text. Then, the AI tools can use this textual
description to generate an image that will resemble what the
subject is visualising so that the delivery drone can use such
an image to search out the delivery place even if it has never
been there before.

For our experiments, we pulled out 5 images from the in-
ternet with no particular appearance in mind: 1) a house with
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Figure 2: Distribution of scores obtained with text embed-
dings from subject prompts compared to target image embed-
dings.

cars parked in front of it; 2) a food truck selling hot dogs; 3)
a kiosk; 4) a basketball court; 5) a house with a swimming
pool. Next, we asked three subjects to look at these images
in order to provide textual descriptions of the places, which
we will refer as “prompts”. It is important to mention that
the subjects never used text-to-image generative models be-
fore and that they were not provided with any guidelines for
doing this task. Each prompt is passed to the Stable Diffusion
model tuned to generate 10 images per prompt to have more
than one synthetic image per prompt. Under these settings,
we propose two types of prompt generation: i) subject 1 will
provide 10 prompts for each one of the target images before
using Stable Diffussion; ii) subject 2 and 3 will provide a
prompt waiting to see the 10 synthetic images generated by
Stable Diffusion and use it as feedback to improve the follow-
ing prompt; they will continue this iteration until 10 prompts
for each target image have been written. This variation in the
prompt generation is intended to observe whether Stable Dif-
fusion can improve its output through interaction with sub-
jects 2 and 3; or whether just good prompt writing is enough.
Note that for each subject, 10 prompts per target image will
be written down, thus generating a total of 100 images per tar-
get image. Finally, in a step forward towards what is known
as “prompt engineering”, we also propose to use ChatGPT-
4, a Large Language Model (LLM) [21], to generate the best
textual description possible out of the 10 prompts generated
by each subject for each target image and pass it to Stable
Diffusion. The goal is to assess whether a powerful LLM can
contribute to the generation of better synthetic images.

4.1 Comparison using Text Embedding

Before describing the results obtained with images gener-
ated with prompts via Stable Diffusion, and as mentioned in
Section 3, we evaluated a direct comparison of the prompts
given by the subject against the target images. Our goal was
to assess the capacity of the text embedding to represent a

textual description of a place rather than just short sentences
describing a few objects, as it has been a common practice in
previous works using CLIP. It is worth noticing that the aver-
age number of words in subject prompts is 32 words; CLIP
fails to compute an embedding for prompts larger than 80
words. Thus, embeddings for the 150 prompts generated by
the subjects were computed and compared against their cor-
responding target image using the similarity score (Eq. 1).
The distribution of the scores is shown in Figure 2. Note that
the average value is around 30, with 23 for the lowest and 35
for the highest, which makes it difficult to assess whether one
textual description could be better than another if these are
directly compared against the image embedding. Hence, we
propose comparing image embeddings where visual informa-
tion may encode better semantic information.

4.2 Results from Subject Prompts

Figure 1 presents a mosaic of the best images generated
by Stable Diffusion, as determined by the similarity scores in
comparison to the target image (displayed in the first column).
These images were produced using prompts from Subject 1.
The subsequent column showcases the best image from the
ten synthetic images generated by the first prompt. In a simi-
lar fashion, the next column represents the best image from
the second prompt, and this pattern continues. Each row
across all prompts represents the best synthetic images corre-
sponding to each target image. Upon observing these images,
one can note their striking similarity to the target image. This
indicates that Stable Diffusion when paired with CLIP, is ca-
pable of generating and identifying viable candidate images,
potentially useful in delivery location recognition, as demon-
strated by their visual quality.

Due to the lack of space, we cannot include the respec-
tive mosaics for subjects 2 and 3, but we can state that the
quality in similarity holds. We can summarise the score dis-
tribution of the 100 synthetic images generated for each target
image per subject as shown in Figure 3. Establishing which
subject produced the best prompts is complicated since the
distributions resemble each other. Note that subject 1 created
very good prompts for the fifth target image, the house with
a pool, whereas subject 3 did it for the food truck, the sec-
ond target image. We must recall that subject 1 wrote their
prompts first and then used Stable Diffusion, and subjects 2
and 3 produced a prompt, had a look at the resulting 10 syn-
thetic images, and used their judgment to propose a following
prompt, seeking to improve the next batch of synthetic im-
ages. However, it seems this did not have a significant effect
and is worth investigating with more subjects and images in
a future study. Meanwhile, we should highlight that the best
values reach around 80 and, for some images, a score of 90.
By looking at the distributions, one may think that the syn-
thetic images exhibit a score of 70 on average. Nevertheless,
the important fact is that with our proposed methodology, we
are able to generate and identify synthetic images with scores
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Figure 3: Score distribution for all the images generated with Stable Diffusion using the subject prompts for each target image.

bigger than 80 with a notable visual similarity.

Inspired by the literature assessing the performance of
generative models by means of human judgements, we also
asked all subjects to choose the image that, in their opinion,
was most similar to the target image. To do this, given that
for each prompt, Stable Diffusion generates 10 images; then
the subject selects 1 out of these 10 images marking it up as
the most similar to the target image before applying the eval-
uation with the CLIP embeddings. We found that the user co-
incided in 30% with the most similar image found via CLIP
embeddings and the similarity score. However, if we take the
selected image by the user with the highest score out of the
100 images per target image, then this percentage increases
to 47%.

To summarise and illustrate the above, for each target im-
age and using the data of subject 1, Figure 4 shows the image
selected by the user with the highest score shown under the
“Subject 1 Selected” column and the prompt passed to Sta-
ble Diffusion to generate it. The image with the highest score
is shown under the “CLIP” column and the corresponding
prompt. It stands out that in 3 out of 5 images (60%), sub-
ject 1 coincides in their choice of the most similar image with
the highest score. Moreover, the similarity between images is
also notable for the other two target images. For complete-
ness but also to save space, Figure 5 only shows the images
in the same fashion, this is, those selected by the user versus
that of the highest score for each target image. Note that in
some cases, the resemblance between the synthetic and target
images is uncanny.

4.3 Subjects’ Prompt Analysis
The rapid widespread use of generative models (like the

ones mentioned in Section 2 or even ChatGPT-4) has led to
the emergence of a new research area denoted as “prompt
engineering”. It involves the practice and skills for writing
effective prompts for generative models. A very important
aspect of obtaining the desired images from a textual descrip-
tion is the ability to select the correct words. However, this
is not the only key to warrant the performance of generative
models, other aspects like a certain format and style, adding
keywords, and key phrases have been recognised as a way to
improve prompts. People having more experience with writ-
ing prompts usually execute the prompt, assess the result, and
try to adapt the prompt to improve the obtained output [22].
These modifications are often called “prompt modifiers” a
taxonomy of six different types of them is proposed in [23].

Despite its implications for improving the use of genera-
tive models, there are only a few available resources helping
and guiding users on these tasks for example on the use of
OpenAI’s documentation7 or the online templates created by
the AI-generated art community [24]. Unfortunately, for a
task like the one addressed in this paper, there are no avail-
able resources for guiding in a prompt generation.

As already mentioned, in the experiments carried out, we
rely on the subjects’ backgrounds for creating the prompts de-
scribing the target images. A qualitative analysis on the basis
of two of the types of “prompt modifiers” in the aforemen-
tioned taxonomy8 was done. All the prompts contain at least

7https://platform.openai.com/examples
8The remaining aspects were not considered since they are strongly re-
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Figure 4: Images generated with Stable Diffusion using the prompts from subject 1 in this study. We compare the image with
most similarity to the target image in three modes: 1) selected by the subject (Selected); 2) with the highest score (CLIP); 3)
generated with the prompt produced with ChatGPT-4 whose image score is the highest.

a mention of the most salient “subject terms” in the target im-
age (i.e., “pool”, “basketball”, etc.) and in some cases, these
terms were written twice in a given prompt “repetition”. It
is also interesting to note that, one of the subjects who per-
formed an iterative process during prompt generation wrote
some consecutive prompts by adding more terms at the end of
the phrase, while the prompts generated by the subject who
never received feedback from the outcome images are very
different between them, in this case, it seems that this sub-
ject intentionally tries to describe the target image in a very
different way each time.

As mentioned before, we are interested in better tak-
ing advantage of prompt engineering for improving the
prompts and hence the generated images, we use human-
created prompts for feeding the following textual prompts to
ChatGPT-4: a) I have 10 descriptions of a place: [here the list
of human-created prompts were added] for each one of the 10
description, could you tell me the average number of words?;
and b) ok, then given these 10 descriptions, could you mix
them to generate the best description whose number of words
is around [NUM] words? (where NUM was replaced by the
average length of the prompts generated by each subject). As
output, we obtained a new prompt generated according to the
profile of each subject. Afterward, we generated 10 images
per prompt that were evaluated in the same way as human-
created prompts. Table 1 shows the best scores obtained for
each target image by both the subjects and the ChatGPT-4. As

lated to AI-generated art community.

it can be observed, for all cases, subject’s prompts outperform
the scores of ChatGPT, however it still shows a very compet-
itive performance since the obtained scores are very similar
to the prompts generated by humans. Interestingly, ChatGPT
shows the most salient drop in the score rate when compared
with subject 2, which prompts are the shorter and therefore
the summary of them are even shorter provoking to lose im-
portant details for generating an effective prompt. We are
planning to further explore how to better leverage the capabil-
ities of LLMs for applying prompt engineering as an auxiliary
tool for generating images. Due to the lack of space, the im-
ages with the highest score for each target with the summary
prompt are shown in Figure 4 for subject 1 and in Figure 5
for the remaining subjects.

Table 1: Comparison of the best scores for synthetic images
generated with Stable Diffusion using subject prompts versus
the best score obtained with synthetic images generated with
a prompt from ChatGPT-4 that combined all the prompts of a
corresponding subject.

Target
Image

Best Score
S1

Best
GPT-4

(S1)
S2

Best
GPT-4

(S2)
S3

Best
GPT-4

(S3)
1 89.84 80.03 84.08 64.99 84.77 83.84
2 82.86 80.91 83.35 79.00 83.99 79.30
3 84.08 80.71 80.27 75.93 81.20 77.39
4 79.00 73.49 77.69 64.21 79.30 66.85
5 86.28 86.04 89.84 84.52 90.62 90.33
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Figure 5: Same comparison as in Figure 4, but without showing the prompts and scores. Note that the resemble between the
target and synthetic images is uncanny.

5 CONCLUSION

We have presented the preliminary findings of a method-
ology which utilises language and generative models such as
CLIP, Stable Diffusion, and ChatGPT-4 to provide insights
into the exploitation of a textual description in the context
of parcel delivery conducted by an autonomous drone. Our
research scenario envisages that the drone might reach the
vicinity of a delivery point using GPS, but may still require
assistance to pinpoint the exact delivery location. In the final
stage of delivery, commonly referred to as the ’last-mile de-
livery’, a delivery person often encounters difficulty in iden-
tifying the precise target location. Consequently, companies
now frequently request customers to provide textual descrip-
tions of the delivery location. Inspired by this scenario, we
suggest that a delivery drone might also utilise these textual
descriptions to generate synthetic images which reflect the
delivery point, even if the drone has never visited the location
previously.

Our initial results demonstrate that it is indeed possible
to generate synthetic images that could serve as a guide to
search for the target location using images captured by an on-
board drone camera, given that such images can be compared

in a semantic shared space. We acknowledge that a more ex-
tensive testing phase involving more subjects and additional
image data is needed. However, our preliminary findings are
promising and indicate that synthetic generation with gener-
ative models such as Stable Diffusion model, can be lever-
aged with prompt engineering. Therefore, our future work
will focus on automatic prompt generation given a single tex-
tual description. Indeed, we foresee that in terms of customer
interaction, it may not be long before we are able to speak to a
delivery drone to direct it to its destination, either for delivery
or collection purposes.
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