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ABSTRACT

Three-dimensional (3D) human pose estimation
is a fundamental task in computer vision and
has important applications in fields such as gam-
ing, sports analysis, and surveillance. Due to
their high mobility and ability to capture im-
ages from different angles, the use of drones has
rapidly increased in various applications in re-
cent years. However, 3D human pose estima-
tion from drone images remains a challenging
task due to the complexity of the problem and
the limited resolution of the images captured by
the drone. Single pixel imaging (SPI) is a novel
imaging technique that has recently gained atten-
tion in the field of computer vision due to its abil-
ity to capture high-resolution images with low-
cost hardware. In SPI, a Hadamard pattern is
projected onto the object of interest, and a sin-
gle pixel detector measures the light that is re-
flected back from the object. In this paper, we
propose a novel approach for 3D human pose es-
timation from drone images using SPI. The pro-
posed method consists of three main steps: 1)
SPI-based image acquisition, 2) feature extrac-
tion using deep learning, and 3) 3D pose esti-
mation using a regression-based approach. To
evaluate the proposed method, we collected a
dataset of drone images of human subjects in dif-
ferent poses. The experimental results demon-
strate that our approach achieves state-of-the-art
performance in 3D human pose estimation from
drone images. Compared to existing methods,
our approach is computationally efficient and re-
quires low-cost hardware.

1 INTRODUCTION

Three-dimensional (3D) pose estimation has become an
essential tool in many fields, including robotics [1], aug-
mented reality [2], unmanned Aerial Vehicles (UAVs)[3], and
virtual reality[4], to name a few. It involves reconstructing an
accurate 3D model of a human body from a single 2D image,
which is challenging due to the inherent ill-posed nature of
the problem [5]. However, advancements in computational
techniques and algorithms have paved the way for exciting
applications in various fields [6]. In this context, 3D pose esti-
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mation has been used in drone technology to improve surveil-
lance [7], emergency response [8], animal conservation [9],
and infrastructure inspection [10].

Reconstructing an accurate human shape from imperfect
input data, accounting for non-rigid deformations and joint
articulations, is a challenging task. However, recent advances
in deep learning techniques have made it possible to achieve
end-to-end reconstruction of human shape [11]. The Skinned
Multi-Person Linear model (SMPL-X) [12] offers a compact
representation for 3D human shape, and has been integrated
with deep neural networks for 3D human reconstruction from
RGB images. This integration involves using deep neural net-
works to extract powerful image features, followed by direct
regression of SMPL-X shape and pose parameters [13]

Different technologies, such as RGB cameras [13], ther-
mal cameras [14], and IR-UWB RADAR [15], exist for esti-
mating human pose. However, traditional cameras have lim-
itations in low-light conditions, making them less useful for
nighttime surveillance applications. In contrast, single-pixel
camera (SPC) systems offer a promising solution to these lim-
itations [16]. By exploiting the power of deep learning tech-
niques, SPCs can reconstruct high-quality images from sparse
measurements, making them an ideal candidate for detecting
3D human pose in nighttime surveillance applications. One
key advantage of SPCs over traditional cameras is their ability
to capture images in the near-infrared (NIR) spectrum, which
provides better visibility in low-light conditions. Combin-
ing SPC technology with time-of-flight (TOF) sensing [17],
we can obtain 2D/3D images of the environment, providing
additional information about the location and movement of
objects. The use of SPCs in surveillance applications is not
limited to nighttime environments. They can also be used to
capture images in harsh environments where traditional cam-
eras may fail [18].

In this work, the authors propose a single-pixel imaging
(SPI) vision system with active illumination in the NIR wave-
length range of 850-1500 nm, which can be employed using
single InGaAs photodetectors. As a detection strategy, they
use a U2-net [19] to remove the background of the SPI image
and identify the object for segmentation of the area of inter-
est containing the element to detect. They then use Vision
Transformers to perform silhouette analysis-based gait recog-
nition for human identification [20]. The information is used
to generate a 3D model through the VIBE method [21], which
predicts SMPL-X body model parameters using a convolu-
tional neural network pretrained on the AMASS dataset [22],
for single-image body pose and shape estimation. This ap-
proach can improve the detection and surveillance capabili-
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ties of drones, especially in low-light and harsh environments.
Therefore, in this work, we propose the following:

* Investigating the potential of Single-Pixel Imaging in
generating 3D human pose from low-resolution 2D im-
ages.

* This work focuses on a novel and difficult objective of
forecasting the 3D hand pose using a single 2D binary
mask acquired through NIR-SPI imaging.

2 SINGLE-PIXEL IMAGE RECONSTRUCTION

The technique known as single-pixel imaging (SPI) [17]
reconstructs images by measuring correlated intensity on a
detector without spatial resolution. To achieve this, SPI cam-
eras use spatial light modulators (SLMs) like Digital Micro-
Mirror Devices (DMD) to create structured light patterns us-
ing Hadamard pattern for scene interrogation [17]. There
are two architectures in which SPI cameras operate, namely
structured detection and structured illumination, as depicted
in Figure 1.

Figure 1: Two different approaches applied to SPI: (a) struc-
tured detection, and (b) structured illumination [17].

In structured detection, the object is illuminated with
light, and the reflected light is projected onto an SLM, fol-
lowed by detection using a bucket detector. On the other
hand, in structured illumination, the light source is modulated
by the SLM @i and illuminates the object O(x,y), and the
reflected light is detected by a bucket detector and converted
into an electrical signal Si by Eq.(1) [17].

N
Si:aszlMZO(x,y)@i(x,y) (1)
y=1

Here, « is a constant factor that depends on the optoelec-
tronic response of the photodetector.

As the light’s spatial pattern and the reflected light from
the object correlate to an electrical signal, projecting a se-
quence of spatial patterns produces a sequence of electrical
signals that can be used for computational image reconstruc-
tion. Therefore, the image I(x,y) is reconstructed from the
captured signal S; and the corresponding pattern ®; using
Eq.(2) [17].
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I(z,y) = aZZS’i(I)i (z,y) (2)

r=1y=1

To generate Hadamard-like patterns ®; using active il-
lumination, this work uses an array of 32 x 32 NIR-LEDs
that emit radiation with a peak wavelength of 1550 nm. This
wavelength is chosen due to reduced scattering by water and
reduced water absorption coefficients. The NIR-LED array
is placed perpendicular to the lens’s focal length to project
the light pattern to infinity. However, given the array’s size,
the patterns are projected up to a distance of 0.3-3 meters.
Although the active illumination approach does not fully il-
luminate the object, the technique of Fast Super Resolution
CNN (FSRCNN) can reconstruct high-quality images [23].
The active illumination approach offers several advantages,
including operating in different outdoor weather conditions,
low-level illumination scenarios, and being less

2.1 Single-pixel camera (SPC)

This work introduces the concept of using structured illu-
mination to enhance the quality of images captured in chal-
lenging lighting conditions, such as strong backlight and stray
light. To achieve this, the structured illumination is provided
by an array of 32 x 32 NIR-LEDs with a peak wavelength
of 1550 nm, and a time-of-flight (TOF) system wavelength
of 850 nm. The illumination is detected by an InGaAs pho-
todiode (SPD). This active illumination approach has numer-
ous advantages, including its ability to function under vari-
ous outdoor weather conditions, low-level illumination, and
reduced sensitivity to background radiation noise.

The proposed architecture for this Near-Infrared Single-
pixel imaging (NIR-SPI) system is composed of two main
parts (See Fig. 5). The first part includes the essential compo-
nents for generating images, which are an InGaAs photode-
tector, an array of NIR-LEDs, a TOF system, and an ADC.
The second part is responsible for processing the electrical
output signal from the SPD module. It accomplishes this by
digitizing the signal using the ADC and then using a Graph-
ics Processing Unit (GPU) to process the data. The GPU unit
used for this system is the Jetson Xavier NX, which generates
Hadamard patterns and processes data from the ADC. It then
runs the OMP-GPU Algorithm to generate 2D images [18].

3 HUMAN MODELING

Parametric human models like SMPL-X [12] offer a suc-
cinct representation of human shapes by using shape and pose
parameters to encode variations [24]. The SMPL-X model
offers several benefits, such as the disentanglement of human
shape and pose, which allows for independent analysis and
control of each [21]-[25]. It also avoids modeling rugged and
twisted shapes directly, which can be problematic for neural
network-based methods [26]-[27], by using a skinning pro-
cess to model deformation. Moreover, SMPL-X is differen-
tiable and can be easily integrated with neural networks [25].
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Therefore, we have chosen to use SMPL-X as the underlying
representation for modeling 3D humans in our research.

The SMPL-X model includes shape parameters 3, pose
parameters § € R3X, and global translation parameters.
Body pose is defined by a skeleton rig with K = 24 joints,
including the body root,as shown in Fig. 2 are used for shape
blending and encode global shape information, while pose
parameters are used for pose blending and skinning and en-
code local information between adjacent joints, except for the
root joint’s pose parameters, which denote the global rotation
of the entire shape. Note that SMPL-X’s pose parameters
denote the relative rotation from a joint to its parent, which
differs from 2D or 3D human pose estimation [28], where the
pose refers to joint locations. With 8 and 6, we can obtain
the 3D body mesh M = fsnrpr(B,0), where M € RV#3 is
a triangulated surface with N=6890. The 3D SMPL-X model
locations of the body joints X can be predicted with the body
mesh using a pre-trained mapping matrix W € RX*N such
that X € R*®3 = W M [29]. To project the body joints from
3D to 2D, we use the perspective camera model. Assuming
the camera parameters are § € R

4 PROPOSED METHOD

The figure 6 illustrates the steps involved in obtaining a
3D human model using near-infrared single-pixel imaging
(NIR-SPI). The process involves multiple computer vision
techniques to reconstruct the 3D pose of a human from a sin-
gle low-resolution image. Each step is explained in detail
below:

* Capture a low-resolution image of the human using a
single pixel (see Fig. 2). The image is then adjusted for
contrast to extract the basic shape of the person without
revealing any details. The background of the image is
removed using the U2-net [19] method, a deep learn-
ing model that can accurately segment the foreground
and background of an image. The resulting image is a
silhouette of the person, which only shows the outline
without any details of the surface or texture.

* Use the identified poses to regress the SMPL-X human
pose (pose 6, shape (3, and camera s, R, T) using the
Video and Image-based human Body pose Estimation
(VIBE) method, a deep learning model that can esti-
mate the 3D pose of a human from a single image or
video.

* Create a 3D reconstruction of the human pose using a
tool such as SMPL-X, which can fit the estimated pose
to a 3D body model (see Fig. 2).

By following these steps, a 3D human model can be ob-
tained from a single low-resolution image using NIR-SPI
technology and computer vision techniques.
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5 EXPERIMENTAL RESULTS

The results of the experiment demonstrate that the pro-
posed methods can be used to obtain a 3D human model from
NIR-SPI imaging at a distance of 1 meter from the SPC cam-
era, and under night-time illumination conditions, after cali-
brating the SPC camera based on [16]. The process involves
multiple steps that utilize various deep learning models, in-
cluding U%-net and VIBE, to extract and estimate the 3D pose
of a human from a single low-resolution image. Figure 2 de-
picts the experimental setup and results. To assess the effi-
cacy of the proposed method, the researchers performed ex-
periments on several datasets, including Silhouette-based 3D
Human Pose Estimation [20], and the Human Pose SMPL-X
dataset, such as the AMASS dataset [22].

5.1 Discussion: Proposed method

To evaluate the proposed network architecture depicted in
Figure 6 (Appendix A), we tested various approaches for re-
constructing human positions at night-time from a distance of
1 meter using the SMPL-X model. Our tests took into account
the limited field of view of the SPC camera, which spans 74°
x 57°. We captured NIR-SPI images of human poses, includ-
ing sitting, standing, bending, and lying. During our analysis,
we observed limitations in hand and body positions relative to
the reference image, particularly in the bending position due
to the loss of information in the input NIR-SPI image caused
by reflection effects and low resolution in the reconstructed
NIR-SPI image. Nevertheless, our results showed that for the
standing and sitting positions (as depicted in Figure 3), the
3D human reconstruction demonstrated superior accuracy in
vertex and joint positions (as presented in Table 1).

Table 1: The results are Mean vertex to-vertex (V2V)
(in mm) and Mean Per-Joint Position Error (MPJPE) (in
mm) [30] body for the different human position (Lying,
Bending, Sitting , and Standing)

Human Pose V2V error | MPIJPE error |
Lying 57.29 53.2
Bending 49.86 40.19
Sitting 342 33.7
Standing 42 41

6 NIR-SPI 3D HUMAN POSE RECONSTRUCTION
APPLIED TO UAVS AUTONOMOUS APPLICATION
RESCUES

The NIR SPI 3D Human Pose reconstruction technology
has the potential to revolutionize autonomous rescues car-
ried out by unmanned aerial vehicles (UAVs) (see Fig. 4).
Using Near-Infrared Spectroscopy Imaging (NIR SPI), the
technology captures the reflective properties of the human
body’s surface in 3D. This technology can be especially use-
ful in identifying the exact location of individuals who may be
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Figure 2: human poses but with same joint positions generate from NIR-SPI imaging: (a) Test NIR-SPI imaging, (b) SMPL-X
model generate base on estimation pose (Standing, Sitting, Bending ,and Lying) , (c¢) SMPL-X model generate with joints

(b)

Figure 3: Capture human poses imaging at distance of 1 m: (a) Capture NIR-SPI imaging human pose standing, sitting, and
bending, and (b) 3D human pose regression based on SMPL-X model.

trapped or injured in hazardous or hard-to-reach areas during
UAV rescues. The 3D reconstruction of the human pose can
provide invaluable information to rescue teams on the ground,
allowing them to plan and execute a more effective rescue op-
eration.
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7 CONCLUSION

The study aimed to obtain a 3D model of the human body
using NIR-SPI imaging for various poses, including stand-
ing, sitting, bending, and lying, with accuracy demonstrated
in the V2V and MPJPE error table. Although the approach
had limitations in hand positioning due to the low contrast of
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Figure 4: Schematic view to illustrate UAV (drone) environ-
ment hard-to-reach areas

the NIR-SPI image, the accurate estimation of the person’s
3D pose through qualitative and quantitative evaluations of
the level position of the core person detection was shown.
These findings demonstrate the potential of the proposed ap-
proach for 3D human modeling from a single low-resolution
image.

In contrast, the SMPL-X model presented in this study
captures the body, face, and hands simultaneously and fits the
model to a single NIR-SPI image and 2D joint detections.
The study demonstrated that the SMPL-X model can capture
bodies, hands, and faces from NIR-SPI images. However, the
model had higher errors for bending and lying poses, indi-
cating limitations in the pose parameters 6. Therefore, the
study recommends implementing a compensation model in
future applications. The authors also suggest future work in-
volving the development of a dataset of SMPL-X fits in real-
world scenarios and the direct regression of SMPL-X param-
eters from NIR-SPI images. Overall, this study is a crucial
step towards capturing expressive body, hand, and face move-
ments from an NIR-SPI image, with potential applications in
the fields of intelligent automation, unmanned aerial vehicles,
and autonomous vehicles.
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APPENDIX A: NIR-SPI SYSTEM VISION AND MODEL
PROPOSED

NIR-SPI architecture comprises modulate in the figure 5
show an overall block diagram. The model proposed based
in the feature extraction the NIR-SPI image (background re-
move and generation silhoutte pose), the 3D pose estimation
using a regression-based approach using the information the
pose (shape parameters 5 and pose parameters 6 ) see Fig-
ure 6.
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Figure 5: Overall block diagram: (a) Proposed vision system dimension 11 x 11 x 14 cm, focal length 20 cm, weight 1.2 kg,
power consumption 45 W, first stage module photodiode, active illumination source, photodetector diode InGaAs FGAO01S5,
TOF system, second stage GPU unit and ADC, (b) diagram of the processing algorithm used by the proposed NIR-SPI vision
system from low-resolution SPI image applying FSCNN network and fusion image with information captured way TOF.

NIR-SPI-based

L Feature extraction 3D pose estimation
Image acquisition

Pose Human

. frames + keypoints

Silhouette “ 3D Body

= reconstruction
VIT

SMPL-X

VIBE
2D keypoints

Background
NIR-SPI remove

U2NET

Figure 6: Overview of the proposed network architecture, which takes NIR single-pixel imaging input and outputs 3D body
reconstruction based on SMPL-X shape and pose parameters. The entire network consists of three main modules: (i) NIR-SPI-
based image acquisition, (ii) Feature extraction using deep learning : To extract the background, the NIR-SPI image is used
to obtain the silhouette, (iii) 3D pose estimation using a regression-based approach: The silhouette image is used to obtain the
GAIT features (shape estimation), which are then used to pose the human using Vision Transformers (VIT) and skeleton joint
features. These features are used to pre-define the pose SMPL-X model. From the pre-defined parameters (pose 6, shape 8 and
camera s, R, T), the SMPL-X model is fed to the off-the-shelf SMPL-X model to obtain the reconstructed 3D human mesh.
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