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ABSTRACT

In recent years, 3D reconstruction has become a
challenging task for navigation systems. There-
fore, different technologies such as RGB cam-
eras, LIDARs, or RADAR can capture informa-
tion from the environment and perform 3D re-
construction. In an environment of high disper-
sion and low illumination, it is necessary to have
a robust solution that operates in the infrared
spectrum. One solution is to integrate Single-
Pixel Near Infra-Red Imaging (SPI-NIR) tech-
nology, which allows image reconstruction us-
ing few samples and operates in high dispersion
conditions. In this work, an evaluation of the
performance of an SPI-NIR vision system with
active illumination for 3D image reconstruction
in rainy environments is performed. The recon-
struction of 3D objects is performed from the
reconstruction of a low-resolution SPI-NIR 2D
image, using a robust unified reflectance model
that combines the Lambertian, Oren-Nayar, and
Blinn-Phong models to improve the 3D im-
age of objects with surface roughness or with
low reflectance. For 3D reconstruction, single-
view Shape-From-Shading (SFS) based on fast
Eikonal solvers was used. This makes it possi-
ble to improve the shape of the 3D object, re-
duce computation time for future applications
and generate real-time 3D images in harsh en-
vironments.

1 INTRODUCTION

3D reconstruction is itself a challenging task. There are
different type of techniques for the reconstruction as me-
chanical based on ultrasound [1], and the radiometric clas-
sified active through the use of Lidar [2], Time of Flight
[2], interferometry [3], structured light projection [4], and
passives subdivided into the single-view approaches [5],
such as Shape-from-Focus(SFF), shape-from-shading(SFS)
and shape-from-texture(SFT), and multi-view approaches
[5], such as structure from motion and stereo-vision. The goal
of a 3D surface reconstruction is to obtain depth information
of an object or its surface topology. In conditions of scat-
tering, this can be a complex task with high computational
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load. In the case of using RGB sensors, there are some limi-
tations due to susceptibility to weather conditions, including
rain, snow, and fog or low-visibility scenario [6]. A solution
uses InGaAs sensors that operate in the near-infrared spec-
trum (NIR) at the wavelength 1550nm, through a system with
active illumination to illuminate the surface object and make
the 3D reconstruction. The NIR has a better performance in
outdoor sceneries with high scattering over Long-wave in-
frared (LWIR) and the visible (VIS), and it can be adapted by
active illumination while LWIR is not possible. However, due
to the increasing droplet diameters of water particles, there is
an increase in the extinction coefficient β [7] factor related
to the loss of path light received for the photodetectors. This
effect causes a decrease in the level contrast in the scene that
can be reconstructed. In LWIR under the rainy condition, the
value β is higher than the NIR spectrum. Therefore, the dis-
tance of detection is low, and there is more loss, with that the
performance image reconstructed is low quite[8].

This work proposes a vision system 3D image single
view based on single-pixel imaging technology that allows
the 2D reconstruction using a few samples and the SFS
method.The SFS 3D reconstruction method uses a single 2D
image for surface reconstruction, from a specific perspec-
tive, using the changes of illumination shading to infer the
3D shape of the object,different from SFF and SFT [5] that
need to have an image stack the estimate the depth. Cur-
rently, there are no reported works about the effects to apply
SPI-NIR 3D reconstruction in scattering rain, for which, in
this work we focus on single-view method evaluation apply-
ing shape-from-shading technique in combination with fast
Eikonal solvers method [9]. Starting from a 2D single-pixel
NIR low-resolution image, we performed the 3D reconstruc-
tion in a controlled scenario that simulates the rainy condition
for future object detection applications on in-flight and navi-
gation for unmanned vehicles (UMV).

2 SINGLE-PIXEL OBJECT RECONSTRUCTION

The generation of single-pixel imaging is based on the
principle of spatial information modulation from the projec-
tion of a sequence of structured patterns of light through light
modulation devices such as SLM, DMD, or others (see Fig
1). The object is imaged through a lens system, the intensity
of the light reflected and transmitted is collected by a photo-
diode. The relationship between the structured and reflected
light signal measurement can be depicted (1)[4].
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(a) (b)

Figure 1: The two different approaches applied to SPI: a)
Front modulation: the object illuminated by a light source and
the light reflected by him gets directed through a lens onto an
SLM, the light reflected is detected by a photo-detector (or
single-pixel detector, SPD). b) Back modulation: the SLM
device projects a sequence of patterns and the reflected light
is capture by the SPD[4].

Si = α

M∑

x=1

N∑

y=1

O (x, y) Φi (x, y) (1)

Where (x, y) is the spatial coordinate, O denotes object
reflectivity, Φi is ith structured pattern, Si is the ith single-
pixel measurement corresponding to Φi, α is a constant factor
depending on the opto-electronic response of the used single-
pixel detector, and denotes a point-wise multiplication. The
size of both the object and the pattern is M × N pixels, and
through the knowledge of the structured patterns and reflected
light signal measurement is possible to apply an algorithm
to recover the object image. The reconstructed image I is
proportional to object reflectivity O. The reconstructed object
image can be depicted (2)[4].

Si = α

M∑

x=1

N∑

y=1

I (x, y) Φi (x, y) (2)

Where the reconstructed image is expressed as the inner
product of the measurements and the structured pattern, the
spatial light modulation in single-pixel imaging can be imple-
mented in two different schemes [4], a structured illumination
scheme termed front modulation (Fig.1a) and a structured de-
tection scheme termed back modulation (Fig.1b).

2.1 SPI-NIR Vision system test architecture
In this work, We propose a vision system SPI-NIR of the

type back modulation (see figure 1b) with an active illumi-
nation through a NIR LEDs 8x4 matrix, in the range of the
1550 nm wavelength.The back modulation configuration of-
fers the advantage that light is captured directly by the SPD,
and it doesn’t need to adapt a light divider and lens internally
to concentrate the light over the SPD as front modulation(see
figure 1a) with reducing the weight and the complexity of the
system.The active illumination offers the capacity to project
patterns in low-vision conditions (scenarios with dust, fog,

(a) (b)

Figure 2: The proposed vision system dimension is 11x12x13
cm, focal length 20 cm, weight 1.3kg, power consump-
tion 25W, a) first stage module photodiode, active illumina-
tion source, photodetector diode InGaAs FGA015, b) second
stage GPU unit and ADC[14].

rain, or smoke), increasing the capacity of outdoor operation.
Another advantage is the fact that the atmosphere being able
to absorb the wavelength between 1500-1600 nm [10], for
which our vision system SPI is less sensitive to background
noise [11], increasing the range of the detection in outdoor
conditions, which gives an operating advantage for future ap-
plications as a vision sensor for applications of navigation in
unmanned Aerial Vehicle (UAV) (see Fig.3). The SPI-NIR
architecture proposed in this work is divided into two stages:
the first will control the elements used to generate images
through the single-pixel principle: a photo-detector (diode
FGA015 @ 1550nm), source light, and ADC (see Fig.2a),
and a second stage is the responsible of processing the sig-
nal captured by the photo-diode module through the use of an
ADC, which is controlled by the GPU unit (see Fig.2b). The
GPU unit (Jetson Nano) is also responsible for generating the
Hadamard patterns and processing the converted data by the
ADC, used by the Batch-OMP[12] algorithm running in the
GPU unit to generate the 2D/3D image.To design the vision
system, we define some parameters performance for integra-
tion as sensor vision for UAVs. In image capture under rainy
conditions, we define exposure time as taking one SPI image
in 1/50 s, for an aperture to f/2.38 with an exposure value
EV=-4 and an ISO of 5000 sensitivity[13], with we can take
the image outdoor with low-visibility. Others effect consider
in our design is the motion blur <20% , for which we define
flight speed maximum between 7.5 m/s to 30m/s for different
flight height (see Table.1).

Table 1: Effects of fight height on ground sampling distance
(GSD) and fight speed for a motion blur 20% and a shutter
speed of 1/50s.

Flight height(m) 10 20 30 40
Flight speed(m/s) 7.5 15 22.5 30
GSD(mm) 0.75 1.5 2.25 3

NOVEMBER 17th TO 19th 2021, PUEBLA, MÉXICO 189
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(a) (b) (c)

Figure 3: Vision sensor SPI-NIR for applications in
UMV, a) autonomous Navigation in adverse environments,
b)obstacle detection, c)3D reconstruction of scenes with low-
illumination [14].

3 SCATTERING EFFECT

When light interacts with water particles in the air, var-
ious physical phenomena occur as reflection, refraction, ab-
sorption, and scattering. This interaction produces dissipation
of the photon’s energy, the phenomenon is called scattering.
The scattering is related to the size particles sp = 2πr/λ
of the particle [15], r being the radius. According to the
Rayleigh scattering model, the light scattering strongly de-
pendent on the wavelength and to be inversely proportional
to the fourth power of the wavelength [6]. However, the par-
ticles in the atmosphere exhibit some different sizes. A more
realistic relationship between extinction efficiency and size
particle size approximates the probability of scattering to oc-
cur when the wavelength of the incident radiation is approxi-
mately equal to the particle’s radius. Thereby, small particles
with a radius less than 1mm scatter mainly in the visible por-
tion of the spectrum, and particles of more significant size
scatter stronger in the spectrum IR [6].

3.1 Modeling rain environment
We proposed a rain model adapted to single-pixel to de-

termine the attenuation factor of the source light α (λ,D)
for different drop sizes and determinate the maximum dis-
tance for possible measurements (seen figure 7 Appendix
A). The proposed model consisted of three parts, first we
define the weather parameters in rain environments as the
reflectivity (Reflectivity factor) Z =

∑
N iD

6 [16], Z is
related with level concentration rain No[17], and the dif-
ferential reflectivity Zdr depend on the rain rate defined as
dBZdr = 10log(Zh/Zv) [18], where Zh horizontal polar-
ized reflectivity [18] and Zv vertical polarized reflectivity
[18]. These parameters depend on drop diameter D, which
is given by the Marshall Palmer distribution[19]. In the sec-
ond part, we considered the Mie scattering effect for which
we calculate the scattering efficiency Qsca[20], absorption
efficiency Qabs [20], and extinction efficiency Qext [20] for
a particle with diameter D and refractive index m, Qabs[20]
is related to an absorption coefficient µa (λ,D)[20] and ,the
third part of the model we considered the rain speed effect
[21]. In the rainy condition, the effective measurement range
is reduced due to the number of photonsE(N)[14] impinging
the photo-detector photo-active is less, varying the range of

(a) (b) (c) (d)

Figure 4: Generation 3D image through of rectance model, a)
2D image, b)3D image lamberting model, c)3D image Oren-
Nayar model,d) 3D image Unified model.

measurement from 18 cm to 10 cm for materials with a reflec-
tion index of 0.2 and the 28.5 cm to 12.6 cm and, for materi-
als with a reflection index of 0.8 for droplet size 0.5mm (seen
table 2). This variation in the measurement range caused by
scattering should be considered for the 3D reconstruction test.

Table 2: Single-pixel maximum measured distance.

Reflection index 0.2 0.5 0.8
Dry maximum distance (cm) 18.4 22.4 24.4
Rain dropping size @3 mm (cm) 16 18 19.6
Rain dropping size @2 mm (cm) 15.6 17.2 18.8
Rain dropping size @1 mm (cm) 14 16 17.2
Rain dropping size @0.5 mm (cm) 10 11.2 12.6

4 REFLECTANCE MODEL

In previous works have been reported different reflectance
models, for reconstruction of the 3D image using the
method of SFS, as Lambertian [22], Oren–Nayar [23] and
Blinn–Phong [24]. Each model has an own feature to be ap-
plied for different types of surfaces from smooth to rough or
diffuse, for which in this work, we unified a reflectance model
through the linear combination of the models previously men-
tioned.

4.1 Lamberting reflectance model
A Lambertian surface has the property of invariant lumi-

nance according to the viewing angle (see Fig.4b). Lambert’s
law determines how much of the incident light is reflected,
which is constant in any direction, which means that the re-
flected intensity is not dependent on the viewing angle but the
light source’s orientation relative to the surface is. Therefore,
the Lambertian surface is modeled as the light source inten-
sity Io product, the surface albedo ρ, and the cosine of the
angle θ, between source directions S and surface normal N
(3)[22]. The Lambertian model is very straightforward and
computationally efficient, widely applied in the reconstruc-
tion of 3D images.

I =
Io
π
ρcos (θ) (3)

4.2 Oren–Nayar and Blinn–Phong Reflectance Model
Due to the Lambert model is based on smooth surface

reflectance, in diffuse surface conditions, the Oren-Nayar
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model improves 3D reconstruction, considered the roughness
of the surface as the standard deviation of the Normal Gaus-
sian distribution (see Fig.4c)(4) [23]

Lr (θi, φi, θr, φr) = Io
ρd
π
cosφi (A+B

max [0, cos (θr − θi)] sinαtanβ (4)

where A = 1 − 0.5σ2/
(
σ2 + 0.33

)
, B =

0.45σ2/
(
σ2 + 0.09

)
, α = max [θi, θr], β = min [θi, θr]

An improvement of the Oren-Nayar model is the Blinn-
Phong model which includes an ambient term and it is based
on that shiny surfaces have small intense specular highlights,
while dull surfaces have significant highlights that fall off
more gradually (5) [24].

Lr = ωdIo
ρd
π
cosθi + ωsIo

ρs
π

(
R

‖R‖ ·
V

‖V ‖

)n
(5)

4.3 Unified Reflectance Model
Due to the Lambertian model is inaccurate in rough

diffuse surfaces, we proposed to combine through a linear
combination of Oren–Nayar model and the specular part of
Blinn–Phong model (see Fig.4d)(6)[9].

Lr = ωdIo
ρd
π
cosφi (A+B

max [0, cos (θr − θi)] sinαtanβ + ωsIo
ρs
π

(n · h)
n (6)

5 3D IMAGE RECONSTRUCTION

The success of 3D image reconstruction based on the
method of SFS depends greatly on the physical brightness
surface and reflectance properties as well as the illumination
conditions, and other extrinsic factors as camera properties
(see Appendix B) and the reference coordinate system of the
viewer/camera-centered. This method seeks to solve the im-
age irradiance equation Er = R(n(x))[25] where the nor-
malized brightness I(x) of gray-value image is related with
the reflectance map R(n(x)). For 3D image reconstruction,
we create a photo-metric image from a 2D low-resolution re-
constructed image using a single-pixel with active illumina-
tion based on a Leds NIR array of 8x4 in the wavelength of
1550 nm in a rainy scenario (seen figure 5). The fact that
our visual system has illumination active allows keeping a
level of brightness not depend on the condition of the back-
ground light and rainy condition or scattering medium in the
near-infrared present less attenuation than vision systems that
work in the visible spectrum [6]. Using the 2D SPI-NIR im-
age, the irradiance level is estimated Er. Calculating the pa-
rameters albedoρd, θr and θi must be considering that a single
light source of one direction L(sequence projection light us-
ing Hadamard pattern) with the image plane that coincides

with the optical z-axis of the camera (detector single pixel),
was used. Due to the relationship between the surface re-
flected radiance model Lr and the irradiance image Er (2D
image SPI-NIR), we can define Er = ηLr[25] with that we
can define irradiance image with information of depth (7).

I(x, y) = cosφi (A+B

max [0, cos (θr − θi)] sinαtanβ + (n · h)
n (7)

For solving (7), we can consider that the direction of the
light source is the same as the camera, with that θi = θr, φi =
φr, α = θi = β and, n · h = cos (θi) , we can express
irradiance image (9) [26] (see appendix B).

I (x, y)

√
1 + ‖5z(x, y)‖2 + ω̃ · 5z(x, y)

− ωs = 0, inΩ (8)

if we consider that source has one direction ω = (0, 0, 1)
and (8) , it can be define as Eikonal equation [26](9).

|5z(x, y)| = f(x), wheref(x) =

√
1

I(x, y)2
− 1 (9)

6 EXPERIMENT AND RESULTS

To evaluate the 3D reconstruction vision system’s capa-
bilities with active illumination through the method of SFS
with Eikonal solver (9) in rain condition, we develop a test-
ing bench that has a controlled system of illumination to sim-
ulate background outdoor light and a system that can simu-
late the conditions of rain with a size drop of 0.5 mm,1 mm,
and 2 mm (see Fig. 5.). For the 3D image reconstruction ini-
tially, we take a 2D image single-pixel NIR of low-resolution,
which is obtained from 80% of the Hadamard patterns pro-
jected, and it is reconstructed through the technique of CS
using the Batch algorithm in combination with the method of
FSRCNN with upscaling factors of 4 [27] (see Fig.6 a,d). Due
to the scattering effect caused by rain, a pre-process of the 2D
SPI-NIR image was needed through Gaussian filter and mor-
phologic methods before making the 3D image reconstruction
using SFS. In this work, we focus on reconstructing objects
with few details on their shape with rough surfaces in rainy
conditions. For the first test, we reconstructed a homoge-
neous surface, for which we chose a bright spherical ( a shape
sphere object can be an ideal approximate of the Lambert sur-
face and can be considered as a calibration object in the 3D
reconstruction[25]) object of 50mm of diameter at a distance
of between 10 to 17 cm from the focal lens (see Fig.6a) in
which we applied scanning of the type basic and spiral. In
the second test we reconstructed a rectangular area formed
by a cube, its area is 40x40x40mm at a distance between 10
to 17 cm from the focal lens (see Fig.6d), and we applied a
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Figure 5: Experimental setup to vision system 3D SPI-NIR,
the testing bench has a rain (size drop rain 0.5,1,2 mm) and
background light-controlled system. Range of measuring be-
tween 10-25 cm (seen table I), the testing object must be po-
sitioned into the glass box to evaluate the performance of the
3D image reconstruction in rain conditions.

scanning basic and ZigZag. for the test, we used different
scanning methods to determine which method can adapt bet-
ter to rainy conditions depended on the type of surface that
want to reconstruction.

6.1 Discussion: Testing 3D SPI-NIR reconstruction in rainy
condition and without rain

In the tests carried out to 3D image reconstruction in rainy
conditions, we define the measured distance between 10 to 17
cm, from the analysis of the modeling the SPI-NIR in con-
dition rain (see table 2), the distance that is in the range of
measure of an object with a high reflection index. In rainy
conditions, for critical droplet sizes < 1mm where the scat-
tering effects are more, we can see a high level degradation of
the quality of both objects’ reconstructed 2D/3D image, the
spherical object representing a more significant degradation.
For the object, the square can see a degradation in the surface
reconstructed due to attenuation and loss of information (see
Fig.6f). If we applied a scanning method of the type Zig-Zag,
it can improve the quality of 2D/3D image with a better level,
SSIM > 0.7, compared to the basic scanning method. In
the case of the reconstruction of the object with sphere shape
in the test, we can see that the scanning method spiral have
a better level SSIM in the rainy condition, and the 3D image
has a high-level degradation for droplet sizes 0.5mm with a
more significant loss of information (see Fig.6b,c) in com-
parison with a square object.About the processing time for
reconstruction of sphere objects, the time is between 28 to 32
ms with the Hilbert scan as the lower, and Spiral as the faster,
for case square object the time is between 27 to 30 ms, with
the Basic scan being lower, and Zig-Zag is faster.

7 CONCLUSION

This paper presented a vision system SPI-NIR with active
illumination of low resolution to 3D image reconstruction in
rainy conditions for future application on in-vehicle UAVs.
The 3D image reconstruction is based on the single-view
methods shape-from-shading(SFS) with an Eikonal solver. In
this work, first, we defined the measurement ranges by mod-
eling the number of photons detected in the rainy condition

(seen Appendix A Fig.7), and we can determine the effective
measurement range between 10-28 cm (see table 2). Due to
the scattering effect caused by the rain, the level of light re-
flected off the object will be attenuate, for which we proposed
using a unified reflection model (6) to estimate 2D SPI-NIR
image irradiance used to make the reconstruction 3D. In the
test, we can see as the droplet size affect the quality of the
2D/3D image reconstructed. In the condition of fine driz-
zle with size droplet < 1mm, the scattering effect is more
significant, so the 3D reconstruction has limitations. We im-
plement different scanning methods for this as a solution de-
pending on the type of element to detect. For example, in an
urban ambient with many buildings, the 3D reconstruction is
focused on detecting walls that can be approximate the recon-
struction of an object with a shaped square. So the scanning
ZigZag is a method more the most appropriate to make a 3D
reconstruction. In contrast, in a scenario with more vegeta-
tion or mountains, we can approximate some scenario objects
as shape spherical or curves, being a scanning Spiral method
the most appropriate. This capacity to improve the quality
of the 3D image increases the vision system’s capabilities to
applications to vehicles UMV in scenarios with rain.
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APPENDIX A: MODELING RAIN

A.1 Modeling SPI-NIR rain condition
The vision system proposed in this work is SPI-based

[4], with illumination active for which we define as source
light array LEDs of 8x4 that work in the wavelength of 1550
nm with a power level of 3.2W (IEC Eye Safety regulation
IEC62471 [28]). The SPI-NIR system’s critical factor is the
minimum integration time Tint required by the photo-diode
to capture the photons emitted by the array of LEDs to con-
vert them into an electrical signal and above the background
noise. This factor T

int
determines the measuring maximum to

reach outdoor by using (9)[14] that define the number of pho-
tons E(N) impinging the photo-detector photo-active in dry
condition, and it depends on the spectral content 1544nm <
λ < 1556nm, the detector quantum efficiency QE (λ) in this
bandwidth, the length of the integration time of the detector
Tint, and pixel’s effective photo-sensitive area Apix, defined
as AwxlFF , where Awxl is the semiconductor window and
FF the photodiode’s fill-factor, Φ

eλ
defined as the irradiation

level of the active source, E
eλ sum(λ)

irradiation level of the
sun illumination considered to be of 100 Klux, the f

#
number

define as f
#

= f
foc
/d

aperture
, f

foc
is the length focal , and

daperture opening distance is the focal distance/opening dis-
tance, h is Planck’s constant= 6.62607004x10−34m2kg/s, z
is the measured distance, c is the speed of light constant,τ the
lens transmittance,ρ the material reflection index, and α

FOV

the focal aperture angle [14] of the emitting LED array.

E(N) =

∫ λ
2

λ
1

ρτ
lends

QE (λ)TintApixFFλ

hcf2
#[

E
eλ sum(λ)

+
Φ
eλ

πz2tan (α
FOV

)

]
dλ (10)

In rain condition, the irradiation level of the active
source illumination is attenuate due to the scattering co-
efficient µ

s
(λ,D) (11)[20] and absorption coefficient

µ
a

(λ,D)(12)[20] relation of scattering Mie and weather
parameters of rain environment model(seen figure 6)
α (λ,D)[20]. For which the distance of measure of the
SPI system in scattering environment is less than to dry
conditions (seen table I).To evaluate the effective measured
range theoretical the (10) must consider the variables of the
rain environment model proposed as α (λ,D)[20], speed
rain (13)[29] , the brightnesses of the dropping rain L

r
i

and
light of the background. Factors that affected the number of
photons E(N) impinging the photodetector photoactive. The
irradiation level of the active source (array LEDs) Φ

e lambda

is attenuate a factor Φ
eλ
e−α(λ,D)z and the E

eλ sum(λ)
of

level background illumination is defined as E
eλ sum(λ)

=⌊
τ
rain

AL
r

+ τ
rain

(1−A)L
b

+
(
T
patterns

− τ
rain

L
b

)⌋

[30] ,where L
r
i

= L
r
i−1

e−βz + L
b

(
1− e−βz

)
[30] and

the brightness level of the background light received by the
detector is affected by the speed of the raindrops and the
projection time of the projected Hadamard light patterns,
as a gain factor of the received light we have the variable

A =
πf2

foc
D2

z which corresponds to focal parameters of our
system, the β variable is defined as a geometric factor of the
raindrop 0 < β <

√
D

50Tpatterns
[29].

µs (λ,D) =

∫
σs (λ,D)N(D)dD (11)

µ
a

(λ,D) =
πD2

4
Qabs (λ,D) (12)
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Figure 7: Overall block diagram single-pixel rain environment model proposed, we considered weather parameters, Mie Scattering,absorption
efficiency Qabs[20], speed dropping rain,raindrop distribution N(D)[20], concentration rain No[17], slope concentration distribution
Λ[17],shape parameter µ[17], and SPI-NIR model to evaluate the range detection practical theoretical of the detector InGaAs (1550 nm).

v = −0.1021 + 4.932D − 0.9551D2 + 0.07934D3

− 0.002362D4 (13)

No = Zh10(0.00285ZΛ3−0.0926Λ2+1.409Λ−3.764) (14)

Λ = 0.0125Zdr
−3 − 0.3068Zdr

−2

+ 3.3830Zdr
−1 + 0.179 (15)

µ = −0.0201Λ2 + 0.902Λ− 1.718 (16)

N(D) = N0D
µe−ΛD (17)

APPENDIX B: INTRINSIC MATRIX AND EIKONAL
SOLVERS

B.1 Intrinsic Matrix
The intrinsic matrix of the vision system SPI is defined

using the model Pinhole with a focal length 25 cm,and axis
skew, s=0 (18)[31].

K =



fx s x0

0 fy y0

0 0 1


 =




114 0 90
0 114 100
0 0 1


 (18)

B.2 Unified Eikonal-Type PDE Equation
For method, SFS we define a 3D surface as a projection of

the first partial derivatives of the surface z(x, y) with respect
to x(19)[25] and y(20)[25] with a vector n(21)[25] normal of
the surface point.

p(x, y) =
∂z(x, y))

∂x
(19)

q(x, y) =
∂z(x, y))

∂y
(20)

n(x, y) =
(p, q,−1)√

1 + ‖5z(x, y))‖2
(21)

if we considered that the direction of light source L is the
same as the camera direction V, the irradiance image equa-
tion (7) defined as (22), for ωs = 0 (22) can be define as
(8) and solver using (9), for the unified reflectance ωs 6= 0,
needs to apply the Newton–Raphson method (23) [9] using
the definition (26), as strategy to accelerate the calculations
we applied the fast eikonal solvers based on the numerical
method of Godunov-Based [9].

I(X, y) = ωd


 A√

1 + ‖5z(x, y))‖2
+

B 5 z(x, y)2

1 + ‖5z(x, y)‖2




+ ωs


 1√

1 + ‖5z(x, y)‖2



n

(22)

|5z(x, y)| =
√

1

(T k)
2 − 1,∀(x, y)εΩ, where

T =
1√

1 + ‖5z(x, y))‖2
(23)

For solving (23), we must be defined (22) as (24) and its
first derivate(25)[9].

F (T ) = ωsT
n −BωdT 2 +AωdT +Bωd − I (24)

F
′
(T ) = nωsT

n−1 + ωd (A− 2BT ) (25)

T k = T k−1 − F (T k−1)

F ′(T k−1)
(26)
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