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ABSTRACT

This summary describes an application of a
vision-based implementation of three control al-
gorithms to a rather light quadrotor to land on
a moving platform with a random path and un-
known velocity. Comparing sliding mode (SM),
PID, and model reference adaptive (MRAC) con-
trollers in both MATLAB SimScape synthetic
space and real-world, we proved the superiority
of the former one. The guidance method is an on-
line tracking which uses a linear regression to es-
timate the landing point. We used a state-of-the-
art visual odometry algorithm, SVO, augmented
by IMU to correct the path angle. No prior infor-
mation about the quadrotor or the landing plat-
form is required.

1 INTRODUCTION

Quadrotor landing phase has been a salient research chal-
lenge in recent years. The challenge will arise when the land-
ing platform is a moving object which constantly changes its
course on a randomly generated path. By enabling a quadro-
tor to land on such a platform in a robust and smooth manner,
this will be more prepared to be deployed by moving ma-
chines, such as next generation of autonomous cars, boats an
even planes. Besides, This ability has various benefits, in-
clude, faster charging for more flight endurance, mapping,
search, rescue, and assistance mobile objects [1, 2, 3]; explic-
itly, this has been used in robotic challenges like IMAV com-
petitions. The bottlenecks contain, first, detecting the plat-
form and find its position, as well as estimating a reliable spot
to be considered as a goal for our robot to touch the moving
platform; second, implementing a control algorithm which is
able to track the platform and in the meantime, immune to
disturbances that, in practice, are imposed to the plant during
the landing.

1.1 Related Work
There are a few thrived projects in the same submission,

Lee et al. ponder a line of sight (LOS) algorithm for the guid-
ance section, compounding with a conventional controller
(e.g. PID) will flourish [4]; however, following in this situa-
tion requires a fairly large camera with a wide field of view,
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in order not to miss the moving platform, and consequently,
is not operational easily. Falanga et al. worked on a cas-
cade controller (compounding of two PID controllers with the
feedback of states, velocities, and accelerations), compiled
on an onboard computer, equipping with state estimation and
path planning [1], but lacking random target estimation.

1.2 Contribution
In this paper we propose a quadrotor system which de-

tects, follows, and lands on a moving platform just using an
onboard computer. The merit of our work is summarized in
measuring the platform’s random positions online and then,
fitting a convenient curve on previous points. By calculating
the polynomial coefficient on the curve, it will produce the
new point, based on the time step and estimated velocity of
the platform. No prior information about neither velocity nor
position and not even the path of the moving platform or the
quadrotor is needed. Every point under the quadrotor will be
covered and mapped, then the localization process will start.

2 SYSTEM OVERVIEW

Here, we will describe following items:

• Control and guidance;

• Position estimation;

• Landing platform detection;

• Virtual platform;

• Experimental platform.

2.1 Control and Guidance
This subsection is devided into 4 segments:

• Sliding Mode algorithm;

• PID algorithm;

• MRAC algorithm;

• Navigation.

Comparing aforementioned controllers, we investigate which
ones fulfill the following requirements: stability in both de-
scending and landing phase, resistance to the probable noises,
either internal or external, faster response to a sudden and
random path deviation, and ability to thrust again right after
landing. Consequently, we put our attention into considering
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all nonlinear terms of the system, not just in controllers nor
the main dynamic model of the system, except the PID con-
troller, which has a linear base and so conducive to linearizing
the system. Worthwhile, the main strategy for compounding
each controller with the navigation algorithm is based on im-
mediate reaction of the plant to fly over the moving platform
and keep lock its sight on until landing. Besides, the con-
trollers are divided into inner and outer loops [5]; the refer-
ence values are xref , yref , zref , and ψref which are deter-
mined by the guidance law and computing the angle of plant
trajectory, using tangent inverse. Moreover, state variables, x
and y are controlled in the outer loop and in counterpart φ,
θ, and ψ are controlled in the outer loop, and z is controlled
separately, but not in this division. Thereby, the slow dynamic
equations could be considered [3, 6] as:

{
ẍ = Fz

m (cosφ sin θ cosψ + sinφ sinψ)

ÿ = Fz
m (cosφ sin θ sinψ + sinφ cosψ)

(1)

Solving equations (1), we have:
{

φdes = m
Fz

(ẍ sinψ − ÿ cosψ)

θdes = m
Fz

(ẍ cosψ + ÿ sinψ)
(2)

Equations (2) state that the outer controller loop could be non-
linear and the desired attitudes depend on the thrust force,
longitudinal and lateral accelerations, and yaw angle; if so,
using a PD controller instead all above will satisfy our cri-
teria; however, using PID, MRAC or SM methods have la-
tency because of their integral components and is so against
our goal to be fast responding in transient phase. For fast
dynamic [3] we have:





z̈ = U1

m (cosφ cos θ)

φ̈ = θ̇ψ̇ Iy−IzIx + Jr
Ix
θ̇Ωr + l

Ix
U2

θ̈ = φ̇ψ̇ Iz−IxIy + Jr
Iy
φ̇Ωr + l

Iy
U3

ψ̈ = φ̇θ̇ Ix−IyIx + 1
Iz
U4

(3)

U1 is the total thrust force which equals Fz and other
U2, U3, andU4 are the roll moment, pitch moment, and yaw
moment respectively. Meanwhile, Jr is the rotor gyroscopic
inertia and Ωr is the rotor angular velocity.

2.1.1 Sliding Mode Algorithm

To compute the switiching surface for any system with the
degree of n, we have:

x(n) + f(x) = u→ S (x, t) =

(
d

dt
+ λ

)n−1

e (4)

The quadrotor is a second order system, consequently, all the
nonlinearities which refer to the f(x) equal zero [7]. Com-
puting the equal energy for reaching the switching surface

ueq , and determining total energy u we have:




ueq : Ṡ = 0→ x(n−1) − x(n−1)
d + λė = 0

→ ueq = x(n−1)
d − λė

u = ueq −Ktanh (S)→ u = x(n−1)
d − λė−K tanh(S)

(5)
K value refers to a discontinuous component against system
noises, which is calculated from try and error, means if it
more than a determined magnitude, the system will be sta-
ble. This is derived from the fact that how far negative is
the Lyapunov function derivative, it will converge to a value
more negative and so will be stable faster. In addition, instead
of sign, we use tanh function to make the chatterings of the
switching surface more smooth, so nor requires integration of
swithcing surface. Totally, the controller will be designed as
hereunder:





ẍd = −λėx −K tanh (Sx)

ÿd = −λėy −K tanh (Sy)

U1 = m (z̈d − λėz)−K tanh (Sz)

U2 = Ix
l (φ̈d − λėφ)−K tanh (Sφ)

U3 =
Iy
l (θ̈d − λėθ)−K tanh (Sθ)

U4 = Iz(ψ̈d − λėψ)−K tanh (Sψ)

(6)

λ values are computed in the simulation and then corrected
by implementation results.

2.1.2 PID Algorithm

Using a PD as outer loop and PID for inner one, we have:




ẍd = Kdx ėx +Kpxex

ÿd = Kdy ėy +Kpycy

U1 = Kdz ėz +Kpzez +Kiz

∫
ez

U2 = Kdφ ėφ +Kpφeφ +Kiφ

∫
eφ

U3 = Kdθ ėθ +Kpθeθ +Kiθ

∫
eθ

U4 = Kdψ ėψ +Kpψeψ +Kiψ

∫
eψ

(7)

The two former equations are related to the outer controller
loop which helps us computing the desired longitudinal and
lateral accelerations.

2.1.3 MRAC Algorithm

The adaptation law is based on the trajectory following. We
introduce a second order system which must adapt the model
to the reference model [7, 6]. The chosen model, reference
model, and the adaptation law are, respectively:

G(s) =
1

s(s+ a)
(8)
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Gm(s) = w2

s2+2ξωs+ω2

→ ẍm + 2ξω︸︷︷︸
a1

xm + ω2
︸︷︷︸
a2

xm = ω2
︸︷︷︸
b

uc (9)

u = θ1uc − θ2ẋ− θ3x (10)

a is the estimation parameter to adapt our model to the ref-
erence model. ξ and ω are damping ration and system fre-
quency, and θis are values we compute to update the adapta-
tion law. Differencing equations (5) and (6), adding a1ẋ+a2x
term to both sides of the equation, and simplifying, we have:

e =
1

s2 + 2ξωs+ ω2



[
ẋ −x uc

]


θ̃2

θ̃3

θ̃1





 (11)

The system is not strictly positive real (SPR); therefore, we
cannot use Kalman Yakubovich Lemma [5] and use state
space equations to solve the system. Hence:

A =

[
O6×6 I6×6

−a2 −a1

]
=

[
O6×6 I6×6

−w2
i −2ξiωi

]
(12)

ξi and ωi magnitudes are exploited by various tests. To cal-
culate errors in state space form, we have:

[
ė
ë

]
= A

[
e
ė

]
+B

[
−ẋ −x uc

]
︸ ︷︷ ︸

Φ̄



θ̃2

θ̃3

θ̃1


 (13)




˙̃
θ2

˙̃
θ3

˙̃
θ1


 = −ΓΦ̄TBTP

[
ė
ë

]
(14)

Γ and P are symmetric positive-definite matrixes which
defined to satisfy ATP + PA = −Q, and Q is the same as
P . The Lyapunov candidate function proof of stability comes
in the Appendix.

2.1.4 Navigation in cases of visible platform and temporar-
ily lost platform

We use a simple method for both tracking and landing on
moving platform. Explicitly, because of unknown velocity or
path pattern of the object, we consider a minuscule compo-
nent of the time, in order to reduce computation, especially
in implementation. For sake of estimating the touch down
spot (the estimated landing point), a second order regression
is implemented, which takes a buffer of last 15 positions of
the platform trajectory into account, and as a result, the coor-
dinates on the fitted curve at a certain number of time-steps
(in our case, 5) after the current platform position is consid-
ered as the estimated landing point. In other words, it is ex-
pected that the quadrotor and the moving platform will meet,
on this calculated position. Calculating such a point seems

to be an obligation due to the fact that in vision-based, pre-
cise landing, scenarios such as the present work, the platform
will get out of sight as soon as the camera gets closer than a
threshold (in our case, it is 0.3 m). From this point onward,
the robot needs to blindly reach the estimated landing point
and the reliability of this estimation as well as the accuracy
of both, robot estimated position and platform detected posi-
tion comes into play, which will be explained in proceeding
sections.

2.2 Position Estimation
A very necessary objective of our drone is to maintain

its stability even in case of losing its landing target so posi-
tion control is still active and the procedure of testing will be
less hazardous. The prerequisite of a great position control is
to have position feedback. Many common sensors used for
having position feedback are GPS, IMUs, Infrared Markers,
Radio Beacons and motion capture systems (MOCAP). For
a quadrotor to be truly autonomous, all computations of po-
sition estimation must be onboard and since we are planning
for the precise landing on a moving platform, the position
feedback also needs to be both precise and enough accurate.
Here we implement one of the most absolute methods of po-
sition and attitude estimation, close to ground or rather fea-
tureful environments, referred to as visual inertial odometry
(VIO) methods. A comparison between state-of-the-art VIO
approaches could be found in [1].
Here we chose the Semi-Direct Visual Odometry (SVO) [8]
algorithm for position estimation of our quadrotor. This al-
gorithm is compiled on an Odroid XU4 companion computer
and a forward-looking camera. The reason for the forward-
looking camera setup is to prevent any position estimation
error when the drone is close to the landing platform because
in down-looking setup most of the camera field of view will
be filled with the platform itself.
We have tested the precision of the system with two configu-
rations in a scenario close to our objective, to test the limits of
the estimation algorithm for our specific setup. The scenario
is moving the camera on a sine-like path close to the ground
with changing the camera heading so that the camera view is
being changed constantly.

• First configuartion: the algorithm runs in monocu-
lar configuration and the trajectory in the XY plane is
shown in ”Figure 3”. The trajectory is compared to
a ground truth waypoint path and the result is show-
ing that there is a huge difference between two tra-
jectories. The SVO trajectory is scaling down as the
camera is moving further which could result in any un-
predictable behavior of the control system. Similar is-
sues have been reported for implementations of the al-
gorithm with different camera models, especially for
non-global shutter cameras. This could be explained
by the blurriness occurring in images when the non-
global shutter cameras are rotating and changing the
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view and the algorithm is unable to estimate the cam-
era rotations properly. Generally, the visual odometry
(VO) has problems in ”Pure Rotation” movements. A
discussion about it can be found in [9, 10].

• Second configuartion: one way to work around the
errors due to camera rotations and changes in camera
view (especially in non-global shutter cameras) is the
integration of an IMU system as the SVO has its own
extended Kalman filter (EKF) [8] running at 200 Hz.
So in this configuration, an IMU data at 150 Hz is pro-
vided to the filters and with the same dataset, the results
are shown in Figures 4, 5. Note that the trajectory of
SVO is more close to the ground truth waypoint path
and its scale is not decreasing as the camera moves fur-
ther. Only the trajectory is slightly getting away from
the Ground Thruth but still, this position feedback is
good enough for controlling the quadrotor positions in
landing phase because the quadrotor target is to follow
the landing platform and because of that, even small
drifts in position will not make our precise landing fail.

2.3 Landing Platform Detection
For the purpose of detecting the Moving Platform, a

down-looking camera is mounted on the quadrotor capturing
images at a rate of 10 Hz. The target on the moving platform
must be a standard and easy to detect marker, so we have
used an Augmented Reality markers board (AR), which is
shown in fig 4, and the ArUco module of OpenCV library[5]
to detect both the position and orientation of the landing plat-
form in the down-looking Camera frame {Cd} By perform-
ing a homogeneous transformation from down-looking cam-
era frame {Cd} to the forward-looking camera {Cf} (the
camera which is used for SVO) and then using another homo-
geneous transformation from forward-looking camera {Cf}
to the world frame {W}, obtained from position estimations
of SVO, we will have the landing platform position in the
world frame.

2.4 Virtual Platform
We built a complete process of our mission in the power-

ful MATLAB SimScape simulator. All the three controllers,
moving platform, and cameras are simulated to compare their
performance and achieve a precise implementation [11, 12].
Meanwhile, most of the controllers’ gains are set in the sim-
ulator and then, corrected in real-world. Besides of the pros
of MATLAB simulator, such can be easily done, friction and
noise included, model-based dynamics and so forth, there are
a few defects, like weak and difficult collision avoidance sim-
ulation, no detection probability. Considering all merits and
demerits we suppose optimum detection of the downward
camera and make the dynamic model of the quadcopter in
the platform. No dynamic equation is needed to build the
model, just by exporting from CATIA or SolidWorks, either
a .xml or .STL file, to the MATLAB software. Based on

our knowledge, the sliding mode then, PID, and finally the
MRAC controllers keep the plant more stable, respectively.
Specifically, when the stochastic noises grow or the object
velocity increases, or even when the standard deviation of the
random path (σ) moves upright, comparison result will be
more observable that the sliding mode controller works really
spectacular. Some of the best virtual results are shown in Ta-
ble 1, and Figure 1 shows the the drones which are based on
three controller methods in the simulator; besides, the results
of Simulink with 2.5m/s are shown in Figures 6, 7:

A (m/s) Controller B (cm) C (cm)

0.5
SM
PID

MRAC

8
10
15

2
3

13

1.5
SM
PID

MRAC

10
15
26

8
12
15

2.5
SM
PID

MRAC

11
14
66

13
17
82

Table 1: Results of the virtual test. Note that A refers to the
moving platform velocity, B mentions the longitudinal devia-
tion with the platform center, and C refers to the lateral devi-
ation with the platform center.

Figure 1: Comparison among virtual drones with three con-
trollers in MATLAB Simscape dynamic space. The red drone
refers to PID, the green one to SLD, and blue drone to MRAC
controller.
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2.5 Experimental Platform

In this submission, we put all our attempts into finding
the best practical controller; regardless of any experimental
result, the PID works perfect because of fewer coefficients
we must tune and thanks to the proper sensors giving feed-
back of position, velocity, and accelerations. The most chal-
lenging section of implementation we faced, could be sum-
marized in localization of the drone and if so very well, we
will be able to do various missions. Therefore, we could not
test very random cases because a rectangular or a circular ran-
dom, supposedly, are difficult for our algorithms so we lim-
ited deviations. Moreover, when the trajectory of the object
is random, its velocity impacts a lot on detection because it
might conducive to losing the platform and causing miscal-
culation even in the landing process of the drone, so we did
not test with more than 1.5m/s velocity. Some of the best
results are shown in Table 2 and Figures 8, 9, 10, 11; also, the
landing platform pattern is shown in Figure 2.

A (m/s) Controller B (cm) C (cm)

0.5
PID
SM

MRAC

7
10
25

5
5

16

1.5
PID
SM

MRAC

12
21
30

10
12
42

Table 2: Results of the practical test in real-world. A refers
to the moving platform velocity, B refers the longitudinal de-
viation with the platform center, and C refers to the lateral
deviation with the platform center.

3 CONCLUSION

In this paper, we introduced a fully autonomous quadrotor
landing on a moving platform even if it moves on a random
path. During the work, three control algorithms are compared
to find the best one. To the best of our knowledge, compound-
ing of a PD controller (for inner loop) and SM (for outer one)
does better in the simulation, but a little lax in the implemen-
tation because of its inordinate coefficients those cannot be
tunned practically wholly. Notwithstanding, the fair perfor-
mance of the SM and MRAC, PID is hardly deniable; this
works perfectly in both virtual and real-world.
To continue, we compiled a fantastic visual odometry algo-
rithm (SVO) on the plant for mapping, detecting the ARCode
installed on the surface of the moving platform, and tracking.
There is no need for any prior information about platform ve-
locity, quadrotor location, and even the path line. No need to a
special strategy, when missing the object; just using a simple
2D regeression based on last considerations and estimating a
new point as landing target.

Figure 2: The ARCode icon sheet which is installed on the
moving platform to be detected
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APPENDIX A: DATA

The proof of Lyapunov statbility comes hereupon, we
prove that with the chosen P · D· candiadate function, its
derivative will be negetive. The Lyaponov candidtae is simi-
lar to one used in [3].

V̇ = ėTPe+ eTP ė+ tr
(

˙̃
θTΓ−1θ̃ + θ̃TΓ−1 ˙̃

θ
)

(15)

tr in equation (14) refers to the trace function, means the
summation of main diagonal terms of the matrix.

→ V̇ = (ẋ− ẋm)
T
Pe+

eTP (ẋ− ẋm) +
Γ−1θ̃T d(θ̃+θ̃)

dt

(16)

→ V̇ =




Ame︷ ︸︸ ︷
Amx−Amxm +

αθ̃︷︸︸︷. . .



T

Pe+

eTP
(
Ame+ αθ̃

)
+ 2Γ−1θ̃T dθ̃dt

(17)

→ V̇ = eTATmPe+ θ̃TαTPe+

eTPAme+ eTPαθ̃ + 2Γ−1θ̃T dθ̃dt

(18)

→ V̇ = eT

−Q︷ ︸︸ ︷(
ATmPe+ PAme

)
+θ̃TαTPe+

(
θ̃TαTPe

)T
︷ ︸︸ ︷
eTPαθ̃ +2Γ−1θ̃T dθ̃dt

(19)

→ V̇ = −eTQ︸ ︷︷ ︸
N ·D·

+ 2θ̃T

(
ΓαTPe+

dθ̃

dt

)

︸ ︷︷ ︸
=0

(20)

To prove strictly negetiveness of the equation (19),
2θ̃T

(
ΓαTPe+ dθ̃

dt

)
must equals zero. The first term is

N ·D· clearly because we have supposed the negetiveness of

the Q matrix, before. Hence, either θ̃T = 0 or ˙̃
θ = −ΓαTPe

is true. The former phrase cannot be true so the latter is cor-
rect.

2 4 6 8 10 12
-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

3

3.5

Ground Truth Waypoints

SVO Trajectory

Figure 3: The trajectory of camera vs. the ground thruth path
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1
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SVO Trajectory

Figure 4: The trajectory of camera + IMU vs. the ground
thruth path
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Figure 5: 3D trajectory of camera vs. the ground thruth path

Figure 6: The 3D comparison of three controllers with
2.5m/s velocity in MATLAB Simscape

Figure 7: The XY comparison of three controllers to the land-
ing platform with 2.5m/s velocity in MATLAB Simscape

Figure 8: The XY errors of the quadrotor center with the mov-
ing platform center with 0.5m/s velocity with PID controller

Figure 9: The XY errors of the quadrotor center with the mov-
ing platform center in with 0.5m/s velocity with sliding con-
troller

Figure 10: The XY errors of the quadrotor center with the
moving platform center with 1.5m/s velocity with PID con-
troller

Figure 11: The XY errors of the quadrotor center with the
moving platform center with 1.5m/s velocity with sliding
controller
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