Small unmanned aerial vehicles (SUAVs) are suitable for many low-altitude operations in urban environments due to their manoeuvrability; however, their flight performance is limited by their on-board energy storage and their ability to cope with high levels of turbulence. Birds exploit the atmospheric boundary layer in urban environments, reducing their energetic flight costs by using orographic lift generated by buildings. This behaviour could be mimicked by fixed-wing SUAVs to overcome their energy limitations if flight control can be maintained in the increased turbulence present in these conditions. Here the control effort required, and energetic benefits, for a SUAV flying parallel to buildings whilst using orographic lift was investigated. A flight dynamics and control model was developed for a powered SUAV and used to simulate flight control performance in different turbulent wind conditions. It was found that the control effort required decreased with increasing altitude and that the mean throttle required increased with greater radial distance to the buildings. However, the simulations showed that flying close to the buildings in strong wind speeds increased the risk of collision. Overall, the results suggested that a strategy of flying directly over the front corner of the buildings appears to minimise the control effort required for a given level of orographic lift, a strategy that mirrors the behaviour of gulls in high wind speeds.

1 Introduction

The high manoeuvrability of small unmanned aerial vehicles (SUAVs) makes them particularly suitable for many low-altitude operations in urban environments. They have application in many different fields [1], such as border control, search and rescue, surveillance [2, 3, 4, 5], medical supply or parcel delivery [6, 7], and natural disaster response [8, 9]. Limited on-board energy [10, 11] and the effect of the atmospheric turbulence at low altitudes [12, 13, 14, 15] are two challenges that have a major effect on flight performance of SUAVs.

On-board energy storage is limited due to the size and weight constraints of SUAVs. Batteries can constitute up to 40% of the vehicle’s mass, giving a nominal flight time of approximately 60 minutes for small fixed-wing vehicles [10, 16, 11]. This restricts the endurance and range of these aircraft, which may compromise their missions. Therefore, energy management constitutes an important challenge in the design of these vehicles.

SUAVs typically operate at low altitude, in the atmospheric boundary layer (ABL). The challenge of this resides in the increase in turbulence intensity closer to the ground, where the flow is dominated by horizontal transport of atmospheric properties and wind speeds increase because of the pressure gradients caused by buildings and obstacles [13]. This can result in wind disturbances that are the same order of magnitude as the vehicle’s flight speed. As the flight of these vehicles is characterised by low Reynolds number, low inertia, low flight speed and low stability [17], this creates a substantial challenge for flight control in some conditions.

One method for reducing the energetic cost of flight is to make use of environmental wind flows. When wind is deflected upwards by the presence of obstacles, such as hills or buildings, this creates opportunities for orographic soaring, where the sink rate of the aircraft is offset by the vertical motion of the air. Langelaan et al. [18] designed a path planner for UAVs which could make use of orographic soaring through optimising a particular cost function based on knowledge of the wind field. Simulations were conducted for two unmanned aircraft, showing improvements for both optimal minimum time and optimal maximum energy trajectories compared to a constant speed trajectories. White et al. [19] studied the feasibility of SUAV soaring in urban environments based on wind-tunnel experiments with scaled model buildings. The aim of this testing was to measure the relationship between the vertical component of the wind and the oncoming mean wind speeds, showing values between 15 and 50%. A further study, [20], measured the sink rate of a soaring MAV and concluded that depending on the wind strength and direction, it is feasible for a MAV to exploit orographic soaring next to buildings. A MAV platform and control system was later designed to try to mimic the kestrel’s “wind-hovering” strategy, holding the MAV’s longitudinal and lateral position [21]. Flight tests were conducted around two locations: a hill and a building. The former resulted in consis-
tently successful soaring flights while tests around the latter could not be sustained for over 20 seconds, which was attributed to gustiness. A CFD model to simulate the turbulent wind flow conditions surrounding buildings was designed by Mohamed et al. in [22], with the aim of providing the potential energy available for harvesting. This model was used to locate suitable areas of lift, which were then tested in flight trials [23].

Birds fly in the same conditions as SUAVs and face similar challenges in energy management and flight control. Birds frequently reduce their energy expenditure by exploiting environmental wind fields such as tailwinds, wind gradients and updraughts. Of particular interest for SUAV flight control is how birds exploit orographic updraughts generated by man-made structures, with birds being observed soaring on the upwind side of ferries [24] and buildings [25]. Shepard et al. [25] studied gulls exploiting orographic updraughts by soaring parallel to the face of buildings. The two main findings of this work were that birds used the updraughts to maintain height rather than to gain it and that they positioned themselves in specific regions of the wind field depending on the strength of the wind. It was hypothesised that the gulls flight control requirements in gusty conditions were reduced in these specific regions of the wind field.

Following the work from Shepard et al. [25], the aim of this study is to investigate the control requirements for a powered SUAV to take advantage of orographic soaring when flying along a row of buildings. This is done by simulating a SUAV holding position relative to buildings whilst flying through different wind fields measured in [25]. Control effort is used to compare the control demand of different simulations and ultimately, of flights in different regions of the wind field. First, a flight guidance, navigation and control (GNC) framework is described in Section 2. The specific atmospheric conditions, a description of the SUAV and an overall view of the metrics and simulations used is then given in Section 3. Results are shown and discussed in Section 4; and conclusions drawn in Section 5.

2 FRAMEWORK

Simulations were carried out using a 6 DOF flight GNC framework implemented in Simulink (MathWorks, MA, USA). This model was used to simulate the behaviour of a powered SUAV flying in gusty, windy conditions.

2.1 Guidance

The flight guidance system calculated the changes in pitch and yaw angle required to follow a predefined trajectory based on the SUAVs inertial position.

- Altitude control - Pitch angle desired

Altitude was controlled by means of a pitch controller adjusting the elevator. The desired pitch angle was calculated following the block diagram in Figure 1.

![Figure 1: Altitude controller block diagram.](image)

- Lateral control - Yaw angle desired

The lateral position was controlled by means of the ailerons and rudder. The desired yaw angle required to follow the path was calculated following the block diagram in Figure 2.

![Figure 2: Lateral position controller block diagram.](image)

The course angle was defined as the angle between North and the direction of movement of the vehicle. The desired course angle was obtained by looking at a point in the trajectory which was at a distance \( L_1 \) from the vehicle. \( L_1 \) was set as 25 m in this study. Under no wind perturbations, the course angle is equal to the heading angle (yaw angle). However, to counteract the wind effects, a PI controller was used with the lateral position error to correct the drift caused by the wind.

2.2 Navigation

Following the work of Langelaan et al. [26] and Depenbusch [27], the 6DOF flight dynamic equations used in this work are presented in Appendix A. Figures 3 and 4 show the general structure used to model the flight dynamics.

\( x \) and \( u \) are the state and control vectors defined in Equations 1 and 2 below. \( V_a \) is the airspeed, \( \alpha \) is the angle of attack, \( \beta \) is the sideslip angle, \( \theta, \psi, \phi \) are the roll, pitch and yaw Euler angle rates respectively and \( \delta_i \) for \( i = \text{ail, ele, rdd and thr} \) is the deflection angle of the aileron, elevator and rudder and the commanded value of throttle, respectively.
\[ x = [V_a, \alpha, \beta, p, q, r, \phi, \theta, \psi] \] (1)

\[ u = [\delta_{ail}, \delta_{ele}, \delta_{rdd}, \delta_{thr}] \] (2)

Figure 3: Block diagram of the flight dynamic equations

\[
\begin{align*}
V_a & \quad \text{Wind to inertial reference frame} \\
\text{Wind components} & \quad 1 \\
\text{\(\dot{x}(x, u)\)} & \quad x, y, z
\end{align*}
\]

Figure 4: Block diagram of the inertial position of the aircraft

\([x, y, z]\) represented the position of the aircraft expressed in the inertial NED reference system fixed to the ground.

2.3 Control

The flight control framework was composed of a series of controllers which allowed the aircraft to keep steady-level-flight and hold its lateral position. Block diagrams of the controllers are presented in Figures 5-7. These controllers were designed following [28].

Note that \(U_0\) is the equilibrium airspeed in stability axes and \(\tau_\theta\) and \(\tau_r\) are time constants.
The wind field data were simplified for the simulations by averaged along the direction of flight. This simplification allowed the simulation to run indefinitely, modelling the SUAV flying parallel to a long row of buildings. The two wind fields used in this study had considerably different nominal wind speeds at 20 feet (W20), W20 = 2.26 m/s and W20 = 9.34 m/s, but similar wind directions, 140.8° and 137° respectively. Figures 8a and 8b show a cross section of the wind fields used along with the desired SUAV positions tested.

The Dryden model was used to add a continuous level of disturbance to the steady state wind field already described. This mathematical model representing the frequency spectrum of continuous gusts was integrated into the flight dynamic equations of motion as an atmospheric disturbance. In this work, the MIL-F-8785C [29] specification was applied through the "Dryden Wind Turbulence Model (Continuous)" block in Simulink for low-altitude applications. The input required in each simulation was the nominal wind speed at 20 feet (W20) and the wind angle with respect to North. The equations defining the model can be found in Appendix B.

Three low-altitude disturbance levels are studied, defined as: WFDi with i = 75, 100 and 125% of W20 = 2.26 m/s and W20 = 9.34 m/s. Figures 8c and 8d show the variation of the wind field due to the Dryden disturbance model on its own. The Dryden model does not take into consideration natural or artificial obstacles in the environment. Because of that, the disturbance level and standard deviation are only affected by the vertical distance from the ground. The standard deviation of the disturbance added by the Dryden model reaches values of up to 20% of W20 for \( u \) and \( v \), and up to 10% of W20 for \( w \).

### 3.2 Control effort

In this work, control effort (CE) refers to the amount of control necessary to keep steady-level-flight whilst holding a specific lateral and vertical position parallel to the buildings. This term is used as a parameter to compare the control demand of different simulations and ultimately, of flights in different regions of the wind field.

Considering the rate of change in the control surface deflection and in the throttle demand as a measurement of how much these are being used to control the vehicle. Equations 3-5 define the control effort parameter used in this study.

The deflection rate is defined as a timeseries and its root-mean-square (RMS) is reported here.

\[
CE_i = RMS(\delta_{i_{rate}}) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \delta_{i_{rate}}^2}
\]

### 3.3 SUAV platform

A non-linear flight dynamic model of an instrumented WOT 4 Foam-E Mk2+ (Ripmax, Enfield, UK) (Figure 9) has been derived from outdoor flight tests using the output error method and has been integrated in the model. This vehicle is 1.345 kg and has a 1.205 m span with an aspect ratio of 4.85. It has three control surfaces: elevator, rudder and ailerons.

![Figure 9: Ripmax WOT 4 Mk 2 UA V](image)

The servo motors and the electric engine responses have been simplified and defined as a linear second-order transfer function:

\[
G(s) = \frac{\omega_n^2}{s^2 + 2\zeta\omega_n s + \omega_n^2}
\]

The main physical and aerodynamic characteristics of this platform, the control PID gains for each one of the controllers and the natural frequency (\( \omega_n \)) and damping ratio (\( \zeta \)) of the transfer functions are given in Appendix C.

### 4 RESULTS AND DISCUSSION

In this section, results are presented for the different atmospheric effects described in Section 3. Flights under these conditions were simulated for a desired airspeed of 12.7 m/s, and for 26 different paths.

The results showed that the CE required to maintain steady-level-flight and lateral position strongly depended on the height at which the SUAV was flying. Figure 10 shows the trend of this parameter for the three control surfaces and the commanded throttle. The CE with respect to the imposed height is presented for the six different atmospheric conditions studied. The control effort required decreased as the imposed height increased for all control surfaces and the...
throttle in all wind conditions. The slight difference in the pattern shown for the elevator for the most turbulent wind field (WFD125 9.34) was due to the aircraft crashing for some paths close to the buildings. There are two factors that could have an important role in the explanation of this trend. Firstly, the disturbance intensity was correlated with the inverse of the height (Figures 8c and 8d) and more control effort is required at higher disturbance intensities. Secondly, the mean wind fields close to the buildings had a greater horizontal variation at lower heights (Figures 8a and 8b), which would also have increased the wind gradient experienced by the UAV if it moved laterally. Figure 10 also shows that as the wind speed increased ($W^{20}$), the control effort required also increased. This was as expected because the disturbance intensities of the Dryden model is proportional to the mean wind speed.

Comparing two points in the wind field at the same radial distance to the buildings, Shepard et al. suggested that the
birds’ flight control requirements may be reduced at higher angle positions than at lower angles. It is important to highlight the fact that as the angle decreases for a constant radial distance, so does the height. Their hypothesis was that at higher angles, birds find a position with a greater velocity stability: lateral displacements do not have a strong effect because they remain in the same contour level and vertical displacements could appear to be self-stabilising. The results shown in Figure 10 are consistent with this hypothesis.

The CE definition used in this work takes into consideration the rate of change of the control surfaces and throttle input. This parameter allows for different paths and wind fields to be compared from a control point of view. However, it is important to note that the throttle value at which the SUAV is flying is also an important factor in the energy consumption of the vehicle and hence, a meaningful parameter to consider to improve SUAV flight performance. Unlike the control effort trends, the mean throttle value shows a strong dependency with the radial distance to the buildings. This trend indicates that there is an effect caused by the orographic lift (Fig. 8b). Figure 11 shows this trend for the six different wind conditions studied. These curves have been obtained by curve fitting the data from the successful paths: where the SUAV has not crashed against the ground or the

Figure 10: Control effort pattern for the control surface and throttle command versus the imposed flight height for six different atmospheric conditions: WFDi for $i = 75, 100, 125$ is the wind field with the Dryden noise, $i$ being the percentage of W20 used for the simulation. Dashed lines represent the data for $W20 = 2.26 \text{ m/s}$ and solid lines, $W20 = 9.34 \text{ m/s}$. The mean CE value at each imposed height is shown in these figures. Figures 10a and 10c on the left-hand side show the effects in the longitudinal dynamics while Figures 10b and 10d present the patterns in the lateral dynamics.
buildings during simulation. Because of this, the data points used to fit the curves in the case of $W_{20} = 9.34 \text{ m/s}$ are limited in close proximity to the buildings. Note that the throttle command is defined in the limits $[0, 1]$. The curves in this figure suggest that the SUAV required less throttle input the stronger the wind field and the closer it was to the buildings. For the slower mean wind speed the level of disturbance had no significant effect on the mean throttle, but for the stronger wind field, a greater level of disturbance correlated with a lower mean throttle. However, as shown in Figure 12, for the faster wind field the closer the SUAV path was to the buildings the greater the risk of collision with increased levels of turbulence, with positions 16 and 17 crashing for WFD75 of 9.34 m/s, positions 12, 16 and 17 for WFD100 and positions 11, 12, 16, 17 and 21 crashing for WFD125. These failed flights indicate the risk of flying close to the buildings under strong wind conditions.

Figure 11: Mean throttle value respect to the radial distance to the buildings for six different atmospheric conditions: WFD$i$ for $i = 75, 100, 125$ is the wind field with the Dryden noise, $i$ being the percentage of $W_{20}$ used for the simulation. Dashed lines represent the data for $W_{20} = 2.26 \text{ m/s}$ and solid lines, $W_{20} = 9.34 \text{ m/s}$.

Figure 13 is a visual representation of what has been shown and described above in Figures 10 and 11. Because all control surfaces show the same CE trend with the altitude, only the aileron parameter is presented in Figure 13b. These colour maps have been obtained as an interpolation of the successful flights for $W_{FD100}$ of $W_{20} = 9.34 \text{ m/s}$. The comparison with Figure 8 suggests that the mean throttle value is strongly dependant on the orographic updraughts induced by the buildings and that the CE of the control surfaces is mostly affected by the Dryden noise and the wind gradients in $v$ at low altitudes and close around the buildings. A comparison between flight paths in Figure 13a indicates that flying at a short radial distance from the buildings could reduce the throttle command to up to 15% if compared to the farthest path studied, in the top left of the figure. However, as was stated previously, the closer the SUAV is flown to the buildings, the higher the chances of losing control and crashing. This probability is higher the stronger the wind field and the greater the level of turbulence (Figure 12).

Shepard et al. discussed the behaviour of gulls flying at different angles with the same radial distance to the buildings. Figure 14 presents two examples of this for WFD100. The resolution of the contour is 0.2 m/s in all sub-figures and the colorbar is kept constant for both wind fields, which is important to correctly interpret the results. The pairs A and B are situated at the same radial distance to the buildings, at different angles. These points correspond to positions 7 and 22 from Figure 8, respectively.

The comparison between the top and bottom figures ($W_{20} = 2.26 \text{ m/s}$ and $W_{20} = 9.34 \text{ m/s}$ respectively) highlights the difference between the spatial variation of the paths for the two wind fields. The wind gradient due to the horizontal displacement in the wind field is lower for the weakest wind field. This is due to the Dryden disturbance intensities being low. Therefore, the control effort required to fly in this wind field is lower than the one required with $W_{20} = 9.34 \text{ m/s}$. However, the wind gradient is proportional to the nominal wind speed, meaning that the wind field will have the same effect on the wind gradient in both cases but at different scales.

Figures 14c and 14d together with the discussion above, suggest that position A requires more control effort to hold lateral and vertical position, in comparison to position B. The contour figures show that the lateral position of the SUAV moves into more levels when flying at lower angles compared to at a higher altitude. This variation in the contour levels results in a greater wind gradient which is added to the Dryden disturbance model in the flight dynamics model. These results suggest two things. Firstly, they confirm that flying at a lower altitude and under stronger wind conditions requires more control effort. Secondly, the magnitude of the wind components in the top figures compared to the bottom indicate that there is little benefit in terms of the required control effort to flying in any specific region of the wind field at weaker nominal wind speeds, which was also shown in Figures 10 and 11 when looking at the magnitude of the CE required.

Shepard et al. [25] hypothesised that the gulls were flying at higher angles relative to the building in stronger winds in order to reduce their control effort. This hypothesis is supported by the results of this study, with the control effort required for the SUAV reducing with altitude and the mean throttle required increasing with radial distance from the front corner of the building. With this pattern of effects the best compromise between reduced control effort and reduced requirement for thrust production is to fly directly above the front corner of the building where the altitude is maximised for a given radial distance. However at lower wind speeds
the gulls flew at lower angles out in front of the buildings and this behaviour is not explained by this optimisation. When looking at the simulation results it is apparent that in absolute terms there is not much of a change in control effort required with height at lower wind speeds so it may be that the gulls flew at lower angles to forage by the seafront, exploiting orographic lift whilst gaining a better view of the ground and find possible sources of food. This strategy may then become increasingly energetically costly as wind speed increases, along with having an increasing risk of collision with the buildings at higher wind speeds.

5 CONCLUSIONS

The work presented investigated the control effort required for a SUAV to fly parallel to buildings whilst affected by orographic soaring. The aim was to assess if there are any energetic benefits to flying in specific regions of the

Figure 12: Contour plots of lateral and vertical components of the wind for $W_{20} = 9.34 \text{ m/s}$ with the imposed vertical and lateral positions studied (‘x’ symbols) and the red circles symbolise the flights that crashed against the ground or the buildings during simulation.

Figure 13: Contour plot of the mean throttle command and the CE of the aileron for $W_{FD100}$ of $W_{20} = 9.34 \text{ m/s}$. The colour maps are based on the interpolation of the successful flights. The red circles represent the flights that crashed against the ground or the buildings during simulation.
wind field. The WOT 4 Foam-E Mk2+ SUAV was simulated in Simulink to fly parallel to buildings by the seafront in Swansea. A range of different flight paths were imposed for a constant airspeed, and the control effort and path displacement were calculated and discussed for two different wind fields affected by the Dryden disturbance model. Overall, the findings of this study indicate that:

- The control effort is correlated with the nominal wind speed and the level of disturbance added with the Dryden model.
- The control effort is mostly correlated with the inverse of the height at which the SUAV is flying.
- Both strong and weak wind fields show a trend between the control effort and the imposed height; however, at
stronger nominal wind speeds, there is a greater advantage to flying at higher altitudes.

• The mean throttle command varies with the radial distance to the buildings, showing a benefit of up to 15% in the throttle command when flying next to them as opposed to flying in the farthest path defined in this study. However, the simulations have shown that flying in this region of the wind field for strong nominal wind speeds increases the risk of collision with the buildings.

• A strategy of flying directly over the front corner of the buildings appears to minimise the control effort required for a given level of orographic lift and mirrors the behaviour of gulls seen at higher wind speeds.
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APPENDIX A: FLIGHT DYNAMIC EQUATIONS AND PARAMETERS

The flight dynamic equations used in this work are presented below expressed in the wind reference system and following the nomenclature in [30] with the exception of the roll moment components which are discriminated with a caret ($\hat{L}$).

$$ V_a = -\frac{qw - vr}{V_a} + \frac{T\cos(\alpha)\cos(\beta) - D}{m} + g_1 $$  \hfill (7)

$$ \beta = \frac{pw - ur}{V_a} - \frac{C + T\cos(\alpha)\sin(\beta)}{V_a} + \frac{g_2}{V_a} $$  \hfill (8)

$$ \dot{a} = -\frac{pv - uq}{V_{am}} - \frac{T\sin(\alpha) + L}{V_{am}} + \frac{g_3 - \frac{dw}{dt}d_7}{V_a} $$  \hfill (9)

$$ \dot{\hat{L}} = I_{zz} \ddot{\hat{L}} + I_{xz} N - I_{zz} (I_{yy} - I_{xx} - I_{zz}) p q $$  \hfill (10)

$$ \dot{\hat{N}} = M - (I_{xx} - I_{zz}) p r - I_{zz} (p^2 - r^2) $$  \hfill (11)

$$ \phi = p + (q\sin(\phi) + r\cos(\phi))\tan(\theta) $$  \hfill (13)

$$ \dot{\theta} = q\cos(\phi) - r\sin(\phi) $$  \hfill (14)

$$ \dot{\psi} = (q\sin(\phi) + r\cos(\phi))\sec(\theta) $$  \hfill (15)

The transformation matrix from body reference system to an inertial (NED) reference system and the transformation matrix from wind to body reference systems are defined in Equations 16, 17 respectively.
\begin{align*}
L_{ib} &= \begin{bmatrix}
    c_{\phi}c_{\psi} & s_{\phi} & s_{\phi}c_{\psi} - c_{\phi}s_{\psi} & c_{\phi}s_{\theta}c_{\psi} + s_{\phi}s_{\theta}c_{\phi} \\
    c_{\phi}s_{\psi} & -s_{\phi} & s_{\phi}c_{\psi} + c_{\phi}s_{\psi} & c_{\phi}s_{\theta}c_{\phi} - s_{\phi}s_{\theta}c_{\psi} \\
s_{\theta} & 0 & -s_{\phi}c_{\theta} & c_{\phi}c_{\theta}
\end{bmatrix} \\
L_{bw} &= \begin{bmatrix}
    c_{\alpha}c_{\beta} & -c_{\alpha}s_{\beta} & -s_{\alpha} \\
    s_{\beta} & c_{\beta} & 0 \\
s_{\alpha}c_{\beta} & -s_{\alpha}s_{\beta} & c_{\alpha}
\end{bmatrix}
\end{align*}
(16)

The aerodynamic coefficients:
\begin{align*}
C_t &= C_{t_a}(\alpha + \alpha_0) + C_{t_m} \frac{c}{2V_m} q + C_{t_{sc}} \delta_{sc} \\
C_Y &= C_{Y_b} \beta + C_{Y_m} \delta_{ail} + C_{Y_r} \delta_{rdd} \\
C_d &= C_{d_a} + C_{d_m} \alpha + C_{d_{sc2}} \alpha^2 \\
C_l &= C_{l_{thr}} \delta_{thr}^2 \\
C_l &= C_{l_t} \beta + C_{l_r} \frac{b}{2V_m} p + C_{l_m} \frac{b}{2V_m} r + C_{l_{sc}} \delta_{ail} \\
C_n &= C_{n_a} \beta + C_{n_m} \frac{c}{2V_m} p + C_{n_r} \frac{b}{2V_m} r + C_{n_{sc}} \delta_{ail}
\end{align*}
(24)

\begin{align*}
\Phi_{u_b}(\Omega) &= \sigma_u^2 \cdot \frac{2L_u}{\pi} \cdot \frac{1}{1 + (L_u\Omega)^2} \\
\Phi_{v_b}(\Omega) &= \sigma_v^2 \cdot \frac{2L_v}{\pi} \cdot \frac{1 + 12(L_v\Omega)^2}{\pi (1 + 4(L_v\Omega)^2)^2} \\
\Phi_{w_b}(\Omega) &= \sigma_w^2 \cdot \frac{2L_w}{\pi} \cdot \frac{1 + 12(L_w\Omega)^2}{\pi (1 + 4(L_w\Omega)^2)^2}
\end{align*}
(32)

\begin{align*}
\Phi_{u_b}(\Omega) &= \sigma_u^2 \cdot \frac{2L_u}{\pi} \cdot \frac{1}{1 + (L_u\Omega)^2} \\
\Phi_{v_b}(\Omega) &= \sigma_v^2 \cdot \frac{2L_v}{\pi} \cdot \frac{1 + 12(L_v\Omega)^2}{\pi (1 + 4(L_v\Omega)^2)^2} \\
\Phi_{w_b}(\Omega) &= \sigma_w^2 \cdot \frac{2L_w}{\pi} \cdot \frac{1 + 12(L_w\Omega)^2}{\pi (1 + 4(L_w\Omega)^2)^2}
\end{align*}
(33)
• Turbulence intensities:

\[ L_w = h \quad (35) \]

\[ L_u = L_v = \frac{h}{(0.177 + 0.000823 \cdot h)^{1.2}} \quad (36) \]

• Turbulence scale lengths:

\[ \sigma_w = 0.1 \cdot W^{20} \quad (37) \]

\[ \sigma_u/\sigma_w = \sigma_v/\sigma_w = \frac{1}{(0.177 + 0.000823 \cdot h)^{0.4}} \quad (38) \]

• Transfer function of the Dryden Model

\[ G_{w_f}(s) = \sigma_u \sqrt{\frac{2L_u}{\pi V}} \frac{1}{1 + \frac{2L_u}{\pi V} s} \quad (39) \]

\[ G_{v_f}(s) = \sigma_v \sqrt{\frac{2L_v}{\pi V}} \frac{1 + 2\sqrt{\frac{L_v}{\pi V} s}}{(1 + \frac{2L_v}{\pi V} s)^2} \quad (40) \]

\[ G_{w_g}(s) = \sigma_w \sqrt{\frac{2L_w}{\pi V}} \frac{1 + 2\sqrt{\frac{L_w}{\pi V} s}}{(1 + \frac{2L_w}{\pi V} s)^2} \quad (41) \]

**APPENDIX C: WOT4 CHARACTERISTICS**

The simulation parameters and aerodynamic coefficients used in this work are gathered in this section in Tables 1 and 2, respectively. Table 3 and Table 4 contain the control gains and the servo and electric motor natural frequencies and damping ratios.

• Pitch and control surfaces maximum and minimum angle permitted.

\[-40^\circ \leq \theta \leq 40^\circ \]

\[-15^\circ \leq \delta_{ae} \leq 15^\circ \]

\[-18^\circ \leq \delta_{al} \leq 18^\circ \]

\[-29^\circ \leq \delta_{rd} \leq 29^\circ \]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_m )</td>
<td>18</td>
<td>m/s</td>
</tr>
<tr>
<td>( S )</td>
<td>0.3</td>
<td>m ( ^2 )</td>
</tr>
<tr>
<td>( c )</td>
<td>0.254</td>
<td>m</td>
</tr>
<tr>
<td>( b )</td>
<td>1.206</td>
<td>m</td>
</tr>
<tr>
<td>( m )</td>
<td>1.345</td>
<td>kg</td>
</tr>
<tr>
<td>( l_{xx} )</td>
<td>( 5.1 \times 10^{-2} )</td>
<td>kg ( m )</td>
</tr>
<tr>
<td>( l_{yy} )</td>
<td>( 7.8 \times 10^{-2} )</td>
<td>kg ( m )</td>
</tr>
<tr>
<td>( l_{zz} )</td>
<td>( 1.12 \times 10^{-1} )</td>
<td>kg ( m )</td>
</tr>
<tr>
<td>( l_{xz} )</td>
<td>( 1.5 \times 10^{-3} )</td>
<td>kg ( m )</td>
</tr>
</tbody>
</table>

**Table 1: WOT 4 simulation parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g )</td>
<td>9.81</td>
<td>m/s(^2)</td>
</tr>
<tr>
<td>( \rho )</td>
<td>1.225</td>
<td>kg/m(^3)</td>
</tr>
</tbody>
</table>

**Table 2: WOT 4 aerodynamic coefficients**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_{L_{sk}} )</td>
<td>5</td>
<td>( C_{L_{ar2}} )</td>
<td>10.60</td>
</tr>
<tr>
<td>( C_{d_{do}} )</td>
<td>0.03</td>
<td>( C_{Y_{gs}} )</td>
<td>(-4.31 \times 10^{-4})</td>
</tr>
<tr>
<td>( C_{d_{do}} )</td>
<td>0.48</td>
<td>( C_{Y_{gs}} )</td>
<td>(2.03 \times 10^{-2})</td>
</tr>
<tr>
<td>( C_{d_{loz}} )</td>
<td>1.26</td>
<td>( C_{Y_{gs}} )</td>
<td>(3.71 \times 10^{-2})</td>
</tr>
<tr>
<td>( C_{d_{so}} )</td>
<td>(4.44 \times 10^{-3})</td>
<td>( C_{m_{a}} )</td>
<td>(4.22 \times 10^{-3})</td>
</tr>
<tr>
<td>( C_{d_{lo}} )</td>
<td>3.89</td>
<td>( C_{m_{a}} )</td>
<td>(-1.01 \times 10^{-1})</td>
</tr>
<tr>
<td>( C_{d_{lo}} )</td>
<td>(1.04 \times 10^{-1})</td>
<td>( C_{m_{a}} )</td>
<td>(-8.48)</td>
</tr>
<tr>
<td>( C_{d_{lo}} )</td>
<td>(-4.24 \times 10^{-1})</td>
<td>( C_{m_{a}} )</td>
<td>(-3.02 \times 10^{-1})</td>
</tr>
<tr>
<td>( C_{d_{gs}} )</td>
<td>(-7.74 \times 10^{-3})</td>
<td>( C_{n_{gs}} )</td>
<td>(4.04 \times 10^{-2})</td>
</tr>
<tr>
<td>( C_{d_{gs}} )</td>
<td>(-5.09 \times 10^{-2})</td>
<td>( C_{n_{gs}} )</td>
<td>(-1.26 \times 10^{-2})</td>
</tr>
<tr>
<td>( C_{d_{gs}} )</td>
<td>(3.13 \times 10^{-2})</td>
<td>( C_{n_{gs}} )</td>
<td>(-1.65 \times 10^{-1})</td>
</tr>
<tr>
<td>( C_{d_{gs}} )</td>
<td>(-2.11 \times 10^{-2})</td>
<td>( C_{n_{gs}} )</td>
<td>(-6.39 \times 10^{-4})</td>
</tr>
<tr>
<td>( C_{d_{gs}} )</td>
<td>(-2.54 \times 10^{-3})</td>
<td>( C_{n_{gs}} )</td>
<td>(-4.13 \times 10^{-2})</td>
</tr>
</tbody>
</table>
Table 3: WOT 4 PID gains

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K_{p_h} )</td>
<td>0.3</td>
</tr>
<tr>
<td>( K_{i_h} )</td>
<td>0.3</td>
</tr>
<tr>
<td>( K_{p\dot{h}} )</td>
<td>-0.1455</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K_{p_y} )</td>
<td>0.03</td>
</tr>
<tr>
<td>( K_{i_y} )</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Pitch angle controller

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K_{p\theta} )</td>
<td>-3</td>
</tr>
<tr>
<td>( K_{p_q} )</td>
<td>1</td>
</tr>
<tr>
<td>( K_{ff} )</td>
<td>-0.09</td>
</tr>
</tbody>
</table>

Velocity controller

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K_{p_v} )</td>
<td>0.4118</td>
</tr>
<tr>
<td>( K_{i_v} )</td>
<td>0.0343</td>
</tr>
</tbody>
</table>

Lateral controller

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K_{p\phi} )</td>
<td>-4.896</td>
</tr>
<tr>
<td>( K_{i\phi} )</td>
<td>-1</td>
</tr>
<tr>
<td>( K_{p\psi} )</td>
<td>-2</td>
</tr>
<tr>
<td>( K_{p\rho} )</td>
<td>0.0912</td>
</tr>
</tbody>
</table>

Table 4: Servo and electric motor characteristics

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( \omega_n ) [rad/s]</th>
<th>( \zeta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aileron servo</td>
<td>100</td>
<td>0.9</td>
</tr>
<tr>
<td>Elevator servo</td>
<td>23</td>
<td>0.9</td>
</tr>
<tr>
<td>Rudder servo</td>
<td>23</td>
<td>0.9</td>
</tr>
<tr>
<td>Electric motor</td>
<td>15</td>
<td>0.9</td>
</tr>
</tbody>
</table>