
IMAV2019-20 11th INTERNATIONAL MICRO AIR VEHICLE COMPETITION AND CONFERENCE

Multi-UAV Specification and Control with a Single
Pilot-in-the-Loop

Patricio Moreno∗1, Santiago Esteva1, Ignacio Mas3,4, and Juan I. Giribet1,2,3

1GPSIC - Facultad de Ingenierı́a, Universidad de Buenos Aires, Argentina
2Instituto Argentino de Matemática “Alberto Calderón” (IAM)
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ABSTRACT

This work presents a multi-unmanned aerial
vehicle formation implementing a trajectory-
following controller based on the cluster-space
robot coordination method. The controller is
augmented with a feed-forward input from a con-
trol station operator. This teleoperation input is
generated by means of a remote control, as a
simple way of modifying the trajectory or tak-
ing over control of the formation during flight.
The cluster-space formulation presents a simple
specification of the system’s motion and, in this
work, the operator benefits from this capability
to easily evade obstacles by means of controlling
the cluster parameters in real time. The proposed
augmented controller is tested in a simulated en-
vironment first, and then deployed for outdoor
field experiments. Results are shown in differ-
ent scenarios using a cluster of three autonomous
unmanned aerial vehicles.

1 INTRODUCTION

Unmanned autonomous systems, in general, is a topic of
interest that has been growing steadily for some time. This
raises from the diversity of applications in which these sys-
tems can be used. Examples of this are search and rescue
missions [1], inspection of hazardous environments, goods
delivery or object transportation, military and surveillance
purposes, among others. Unmanned aerial vehicles (UAVs)
are of special interest because of advances in technology, that
have reduced cost and boosted the capabilities of all UAVs,
particularly multicopters. This has raised the interest in for-
mation control of multi-agent systems within academic and
industry communities.

The theory used to design the control laws for these ar-
chitectures feeds from different fields, such as game the-
ory [2], biology [3, 4] or classic manipulator kinematic
chains [5], [6]. Techniques derived from these studies include
potential fields [7], behavioral primitives [8], swarm-like
structures [9, 10], and leader-follower configurations [11].
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All these techniques control a multi-agent system to op-
erate in a cooperative fashion. Working with multiple un-
manned aerial vehicles, the particular formation used in this
work involves spatial constraints and impose physical limita-
tions, such as communications range. Oh et al. [12] gave a
detailed review on formation control and Yanmaz et al. [13]
analyzed the communication network aspects of a formation.

In [5] Mas et. al. presented a cluster-space formulation
for the coordinated control of a group of robots. The goal of
the cluster-space approach is to promote the simple specifi-
cation and monitoring of the motion of a multirobot mobile
system, exploring a specific approach for formation control
applications. This method considers the multirobot system
as a single entity, or cluster, and desired motions are specified
with respect to cluster attributes, such as position, orientation,
and geometry. These attributes are the state variables that
form the cluster space of the system. The method is flexible
in the sense that these variables can be selected in different
ways, favoring specific tasks or alternative implementations
such as centralized or distributed control architectures [14].
Previous works showed results, both simulated and in real
scenarios, for unmanned ground vehicles (UGVs)[5, 14] and
autonomous surface vessels (ASVs) [15, 16], among others.

In this work we introduce a cluster space controller, where
a feed-forward component is added to modify the trajectory
in-flight. This formulation allows to naturally modify the po-
sition and geometric properties of the cluster in a way that
enables a simple formation tele-operation by a single human
pilot, using an intuitive remote control interface to command
the motion of the formation. An alternative to this approach
would be the specification of the trajectory of each vehicle or
the relative position of each vehicle with respect to a neigh-
bour.

To illustrate the benefits of such an architecture, in a
task where multiple UAVs cooperatively transport a load, as
in [17], if a tele-operated group of vehicles needs to pass
through a narrow passage while keeping the load distribu-
tion constant, it may be of interest to momentarily modify
the distance between vehicles without changing their spacial
relative configuration. A single specification change such as
“change the formation size” that can be commanded by an
operator keeps the operation simple, regardless of the under-
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lying complexity of the individual vehicles’ motions.
Another benefit of a pilot-in-the-loop control arises when

a multi-agent system is used for automated inspection. For
example, electric power distribution lines may be located in
areas of difficult access and unmanned vehicles can be used
for inspection tasks [18]. The tele-operator may need an ad-
ditional detailed view of a portion of a tower or cable, modi-
fying a pre-loaded trajectory in-flight. Oil pipeline inspection
[19] or civil engineering projects such as bridges or skyscrap-
ers may also benefit from this approach.

This work is organized as follows. Section 2 shows the
formation definition while the controller is described in sec-
tion 3. The results of computer simulation and our exper-
imental testbed are shown in section 4. Finally, section 5
draws the conclusions.

2 CLUSTER-SPACE FORMULATION

Cluster-space control [20] represents the state of a sys-
tem as an articulated kinematic mechanism. The cluster is
defined using variables which fully represent the pose and
geometric structure of the formation. First, a cluster frame
{C} to represent the formation pose is defined. Then, each
robot’s pose, ri ∈ Rmi×1, is referenced to the {C} frame.
It is usually desired to define {C} in a physically meaning-
ful way, such as at the formation barycenter and oriented to-
wards a particular vehicle. Additional cluster variables cap-
ture the formation shape and orientation, fully specifying the
total number of degrees of freedom of the group. The for-
mation motion is commonly defined using the cluster-space
variables. Because of this, a formal set of kinematic transfor-
mations relating cluster-space variables and robot-space vari-
ables is needed. A cluster-space controller computes the com-
pensation actions needed for the cluster and, using the defined
kinematic transformations, converts the cluster compensation
actions into robot compensation actions.

Consider an n-robot system, a cluster, where each of the
robots has the same m degrees of freedom (although this is
not necessary1). Let r ∈ Rmn×1 be a state vector comprised
of the n robot poses, and c ∈ Rmn×1 a state vector cor-
responding to the cluster variables. These states are related
through the following forward and inverse position kinemat-
ics transforms:

c = FORWARD KINEMATICS(r) (1)
= [fwd1(r1, . . . , rmn), . . . , fwdmn(r1, . . . , rmn)]ᵀ,

r = INVERSE KINEMATICS(c) (2)
= [inv1(c1, . . . , cmn), . . . , invmn(c1, . . . , cmn)]ᵀ,

where fwdk(r1, . . . , rmn) is the forward position kinematic
equation that relates the kth cluster parameter with the robot
poses, and invk(c1, . . . , cmn) is the inverse position kine-

1Considering an n-robot system where each robot has mi, i = 1, . . . , n
degrees of freedom, then the state vector r has

∑n
i=1 mi components.

matic equation that related the kth robot state parameter with
the cluster parameters.

Now, let J(r) be the jacobian matrix obtained from Equa-
tion 1, and J−1(c), the jacobian matrix obtained from Equa-
tion 2, the mapping between the velocities are ċ = J(r)ṙ and
ṙ = J−1(c)ċ, respectively.

Using generic kinematic transformations it is possible to
envision a diagram of a system being controlled using the
cluster-space formulation. Such an architecture is shown in
Figure 1.
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Figure 1: Control architecture for the cluster-space control
method.

2.1 Three-UAV Cluster Space definition
The three-robot cluster state variables can be defined with

the cluster reference frame located at the barycenter of the
robots and the remaining variables describe a triangle with
side lengths p and q and the necessary angles to articulate it
and rotate it. Figure 2 shows all the parameters for the cluster
of 3 UAVs. The equations for the forward position kinematics
that define the cluster space are the following:

xc =
x1 + x2 + x3

3
, (3)

yc =
y1 + y2 + y3

3
, (4)

zc =
z1 + z2 + z3

3
, (5)

θc = − arctan

(
2x1 − x2 − x3
2y1 − y2 − y3

)
, (6)

ρc = − arctan

(
z1 − zc√

(x1 − xc)2 + (y1 − yc)2

)
, (7)

γc = − arctan

(
z2 − z3
|x2 − x3|

)
, (8)

p = 1
2

√
(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2, (9)

q = 1
2

√
(x1 − x3)2 + (y1 − y3)2 + (z1 − z3)2, (10)

β = arctan

(
(x3 − x1) sinα− (y1 − y3) cosα
(x3 − x1) cosα+ (y1 − y3) sinα

)
, (11)

where α = arctan
(
y2−y1
x2−x1

)
. Also, each UAV heading angle

is a cluster parameter by itself, defined as the heading offset
with respect to the cluster yaw angle. They have been omitted
in the formulation above for simplicity.

Considering the heading angle of the UAVs, there are 12
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cluster state variables for a formation of 3 stabilized UAVs,
each with 4 degrees of freedom.

Figure 2: Cluster parameters definition for a formation of
three UAVs.

3 CLUSTER-SPACE CONTROLLER

As shown in Figure 1, a classic PID controller was added
for trajectory tracking. This controller receives the cluster
state errors (or the cluster state reference and cluster state
pose and computes the error) and generates a cluster state ve-
locity control signal, using different proportional, integral and
derivative gains for each cluster state variable. The PID out-
put control signal is then multiplied by the inverse jacobian
matrix to generate the compensation signal to be applied to
each UAV.

To add the remote control operation, the addition of a
feed-forward controller is proposed. This controller adds an
external signal to the system. The external signal is a veloc-
ity command that can be readily sent to the cluster formation.
It also modifies the trajectory to take into account the com-
manded velocity and integrates its value over time to modify
the cluster space reference trajectory accordingly. Figure 3
shows a complete block diagram of the implemented con-
troller.

Cluster
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Cluster Space
Controller
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cr

Reference
Trajectory
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. rcmd

.Operator
RC

cr
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Figure 3: Implemented control scheme for the cluster-space
control.

4 RESULTS

The proposed system was first validated using a simula-
tion environment. This environment consists of a computer

running the XUbuntu 16.04 operating system with ROS Ki-
netic, the Robot Operating System, and Gazebo 7, a robot
simulator. The multicopters are simulated using the firmware
of the PX4 autopilot—version 1.5.1—, their Gazebo plugins,
and a model of the IRIS drone from 3D-Robotics.

The experimental testbed consists of three commercially
available UAVs built with DJI F450 frames, the Pixhawk 1
autopilot (FCU) from 3DR with the PX4 flight stack, and one
Raspberry Pi 3B (RPi) for a pair of UAVs, the remaining one
uses a 915 MHz link. Figure 4 shows a picture of one the
UAVs with an RPi on top of the FCU. The communications
network was build using a WiFi router, connecting all com-
puter to it.

Figure 4: UAV with onboard computer and wifi link used for
field experiments

The interface with the autopilot was through a mavros
ROS node. The trajectory generator, the cluster kinematic
equations and the controller were developed as ROS nodes,
in the python programming language. The operator remote
control was a gaming joystick with 14 buttons and 2 analog
sticks.

The experiment consisted on a triangular-shaped forma-
tion having a predefined trajectory that would make one or
more of the UAVs collide with objects placed in the envi-
ronment. For this situation, two scenarios were proposed to
overcome the conflict:

1. the formation changes it shape, becoming a line as it
passes between the object, and

2. the formation scales down its size, maintaining its tri-
angular shape as it moves between the obstacles.

In neither case, a collision avoidance maneuver is in-
cluded a priori in the trajectory to evade the obstacles, nor an
inter-vehicle collision avoidance; obstacle negotiation solely
depends on the operators’ commands executed on run-time.

Considering a position estimation error from the pix-
hawk’s estimator of about 1.5m, with a standard deviation
of 0.8m, a similar error is expected for the cluster’s centroid,
while it could be greater for the distance-based parameters.
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If, for a test, the reference trajectory is followed with an er-
ror within the expected parameters, the result of the test is
considered to be successful.

4.1 Simulation results

In both simulation scenarios the cluster has the same ini-
tial position: zc = 5m, p = 7.1m, q = 7.1m, β = 60◦ and
all other parameters with a zero value. The obstacles, of 20m
height, are placed at (−4m, 6m, 0m) and (−4m, 6m, 0m).

To evade the obstacles by switching from a triangle to a
line, the varying parameters are p and β, while yc vary just to
go through the obstacles. This variation is shown in Figure 5.
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Figure 5: 3 UAV cluster varying parameters while evading
obstacles by switching from a triangle to a line formation.

The obstacles positions and the cluster motion, on an XY
plane, for the aforementioned cases are shown in Figure 6 and
Figure 7. The first figure shows the trajectory while switching
from a triangle to line, while the latter shows the formation
while changing the triangle size.
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Figure 6: XY movement of the simulated 3 UAV cluster
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Figure 7: XY movement of the simulated cluster maneuver-
ing through the obstacles reducing the area of coverage of the
formation

Figure 8 shows the cluster state errors while maneuver-
ing as a line formation. It can be seen that as soon as β ap-
proaches 0, the error of the roll parameter, γc, increases as
there is a singularity when the agents are co-linear. Another
error of importance can be seen for yc near t = 160 s, which
is due to fast varying parameters and a relative slow system
response.

Figure 13 shows the cluster state errors while maneuver-
ing as a triangle formation. It can be seen that the formation
goes between the obstacles, staying further away of the sin-
gularities. This property gives the controller a better perfor-
mance.

4.2 Experimental results

In these scenarios the cluster has the initial position: zc =
3m, p = 7.1m, q = 7.1m, β = 60◦ and all other parameters
with a zero value. The obstacles were at (−6m,−7m, 0m)
and (2m,−7m, 0m).

As in the simulation, for the first scenario the varying pa-
rameters are p and β, while yc vary just to go through the
obstacles. This variation is shown in Figure 9.

The obstacles positions and the cluster motion, on an XY
plane, for both scenarios are shown in Figure 10 and Fig-
ure 11. The first figure shows the trajectory while switching
from a triangle to line, while the latter shows the formation
while changing the triangle size.

Figure 12 shows the cluster state errors while maneuver-
ing as a line formation. It can be seen that β again approaches
0 and γc error increases as in the simulation case.
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(a) Cluster position (xc, yc, zc) error
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(b) Cluster orientation (γc, ρc, θc, β) error
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Figure 8: Cluster errors of a simulation using a joystick to
control the formation (line shape obstacle avoidance)
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Figure 9: 3 UAV Cluster varying parameters while evading
obstacles as a line formation during a field experiment.

The cluster state errors while maneuvering as a triangle
formation, shown in Figure 14, present analogous results to
those of the simulation.
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Figure 10: 2D movement of the real cluster evading the ob-
stacles by switching the formation shape into a line
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Figure 11: XY movement of the cluster maneuvering through
the obstacles reducing the area of coverage of the formation
(field experiment)

5 CONCLUSION

This work presented a cluster space controller with pilot-
in-the-loop capability to allow for run-time actuation at the
formation level, which provides the ability to modify a prede-
fined trajectory to execute maneuvers such as collision avoid-
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(b) Cluster orientation (γc, ρc, θc, β) error
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Figure 12: Cluster errors for an outdoor experiment using a
joystick to control the formation (line shape obstacle avoid-
ance)

ance. The proposed architecture was applied to a formation
of three UAVs. By means of computer simulations and out-
door experiments the controller was shown to work and to be
adequate for the case study applications. It was also shown
that the multi-UAV formation could be intuitively operated
using a single remote control, meaning that the operator can
command the cluster as a whole in an abstracted manner that
does not require to focus on the motions of the individual
vehicles. Although the specification shows adequate results,
this approach could be improved by adding an inter-vehicle
collision avoidance mechanism, such as restrictions to cluster
parameters or collision avoidance at the vehicle level.

260 280 300 320 340 360 380 400 420
Time [s]

-1

0

1

2

E
rr

or
 [m

]

x
c

y
c

z
c

(a) Cluster position (xc, yc, zc) error

260 280 300 320 340 360 380 400 420
Time [s]

-0.2

0

0.2

E
rr

or
 [r

ad
]

c c c

(b) Cluster orientation (γc, ρc, θc, β) error
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Figure 13: Cluster errors for a simulation experiment using
a joystick to control the formation (triangle shape obstacle
avoidance)
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