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ABSTRACT

The quick aerodynamic characteristics estima-
tion method for preliminary design phase is pre-
sented in the paper. Simplified mathematiclal
model of aircraft layout, robust and fast direct
CFD code as well as artificial neural network
(ANN) technique form the basis of the method.
For illustration of its possibilities the proposed
method was applied to micro air vehicles (MAV)
design. Developed mathematical representation
approximates MAV layout with 100-dimension
parameter vector. The ranges of mathematical
representation parameters (aspect ratio, dihedral
angle and area of the wing, airfoil relative thick-
ness, airfoil geometry etc.) were determined dur-
ing existing MAV market review. The layout
generator creates a number of layouts, runs CFD
computations on different flight regimes. Then
the information about flight regime is appended
to input vector of the main algorithm. Calcu-
lated aerodynamic characteristics forms the out-
put. Outlying layouts are filter out using geomet-
ric and aerodynamic criteria. The resulting set of
vectors forms training and test sets for machine
learning algorithms. For aerodynamic force and
momentum coefficients calculations, the sepa-
rate ANNs were created.

1 INTRODUCTION

Artificial Neural Nets (ANN) are widely used in aerody-
namics and aeronautical engineering nowadays. Recent aero-
dynamic applications include, for example, flow control, esti-
mation of aerodynamic coefficients, compact functional rep-
resentations of aerodynamic data for rapid interpolation, grid
generation,and aerodynamic design [1]. Some works showed
that the preliminary design phase may be significantly sim-
plified and accelerated with new kind of aerodynamic design
tools compared with traditional approaches [2, 3, 4].

Quick estimation of MAV aerodynamic characteristics
on cruise flight is significant practical problem, especially
given their small-batch production, huge variety of models
and wide range of their payloads.

The key suggested in the paper are robust CFD code,
ANN technique and reasonable choice of layout representa-
tion (Figure 1). ANN technology requires huge amount of
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data for training. Creation of the layout generator is very im-
potant due to the lack of specific MAV data. The most impor-
tant feature of the layout generator is creating objects having
desired properties [5, 6].

Data generation module was divided into two parts: lay-
out generation and CFD code that calculates aerodynamic
cahracteristics (lift, drag and pitching moment).

In the first stage a mathematical representation of MAV
layout was developed (which contains 100 parameters). The
design process in this case is significantly simplified in com-
parison with traditional methods.

The flow around the MAV was calculated in the pre-
scribed range of free stream parameters. The results of CFD
calculations combined with MAV representation form the
dataset.

Machine learning algorithms can be applied to generated
data. A straightforward ANN was created for each aerody-
namic coefficient.

2 THE LAYOUT MATHEMATICAL REPRESENTATION

Detailed description of the MAV surface used in CFD
codes is impractical for machine learning tasks. To solve this
problem simplified mathematical representation was created.
It is divided into 4 sub-models: wing, fuselage, tail and model
of their relative location. Each sub-model approximates the
surface with vector of geometrical parameters. For wing rep-
resentation 8 parameters are used: area, aspect ratio, taper
ratio, dihedral angle, wing setting angle, leading edge sweep
angle, airfoil type identifier and airfoil thickness. Some of the
parameters can be fixed by the user due to his desirable appli-
cation. The range of parameters is based on existing MAVs
market. Table 1 demonstrates example of parameter values
for wing sub-model, which were used for testing algorithm:

To get more probable layouts taper ratio and leading edge
sweep angle were chosen as functions of λ. The square Sw
was set equal to 3.5 m2 and aspect ratio was defined as

λw =
b2w
Sw

taper ratio is

η(λw) = Aλ2w +Bλw + C

and leading edge sweep angle equals

χw(λw) = D · λw − F
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Figure 1: Key aspects of the method and logical relation of
general segments

where A = 5.33 · 10−3, B = 1.98 · 10−1, C = 2.37,
D = 5.27 · 10−3, F = 1.9 · 10−1 are empirical constants
obtained from MAVs market overview.

The wing (Figure 2) is defined as follows. First wing pro-
jection on the base coordinate system is created. Then, airfoil
is set in profile and 3D surface is formed. Then the wing is set
on the wing setting angle. Finally, the 3D surface is changed
with respect to dihedral angle Γ.

The fuselage is defined by the size of frames that sep-
arate fuselage modules (hood, nose, central and tail parts)
the length and the shape of these modules. Fuselage con-
tours functions have different analytical form for each mod-

Parameter Value

1 Square 3.5 m2

2 Aspect ratio 5 - 20

3 Taper ratio 1 - 6

4 Dihedral angle V 0◦ − 4◦

5 Wing setting angle 0◦ − 3◦

6 Leading edge sweep angle 0◦ − 1◦

7 Airfoil type identifier 1 -551

8 Airfoil thickness 0.11 - 0.18

Table 1: Wing sub-model parameters and its limitations

Figure 2: The general 3 dimensional view of swept tapered
wing (dimension in meters)

ule. Cross-section contours are described by parametrical
equation

(
2z

hf (x)
)2 + (

2|y|
df (x)

)2+ε = 1,

where x is coordinate along the fuselage, hf (x) - the height
of the frame, df (x) - the width of the frame, ε ∈ [0, 0.5] -
form parameter.

Table 2 shows fuselage parameters applyed for its repre-
sentation, where Lw is a wingspan, cw is a root wing chord,
φ is a wing setting angle. The numbers in value colomn de-
scribe the possible range of changes for each parameter.

Using the same algorithm of the wing definition tail unit
parts are created. Vertical tail unit (Figure 4) described by the
airfoil and 4 parameters given in Table 3.

As the vertical tail unit, horizontal tail unit (Figure 5) is
described by airfoil and 4 parameters given in the table 4.

The relative area of the tail unit is considered relative to
the wing area.
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Figure 3: The side view of the fuselage with segmentations
on general parts

Parameter Value

1 Second frame width (0.04− 0.23)Lw

2

2 Second frame high (HF2) (0.04− 0.1)Lw

2

3 Second frame down shift (0− 0.2)HF2

4 First frame high (HF1) (0.6− 1)HF2

5 First frame width (0.6− 1)HF1

6 Middle part length (LM ) cw cos(φ)

7 Nose part length (0− 3.5)LM

8 Third frame high (HF3) (0.3− 1)HF2

9 Third frame width (0.3− 1)HF2

10 Third frame down shift (0− 0.2)HF2

11 Tail fuselage part length (0− 4)LM

12 Tail fuselage part shift (−0.4− 0.2)HF2

13 Fuselage back edge high (Htip) (0.1− 0.5)HF2

14 Fuselage back edge width (0− 0.5)Htip

15 Fuselage form parameter 0 - 0.5

16 Hood length 0.06

Table 2: Fuselage sub-model parameters and its limitations

Each sub-model is a variaty of points created in its own
coordinate system. The sub-model of relative parts location
aggregates sub-models into one base coordinate system of the
MAV (Figure 6) using parallel transfer procedure for each
dot.

3 LAYOUT GENERATOR

As far as the mathematical representation which trans-
forms the surface (long vector) into short vector of param-
eters is constructed, its possible to create an algorithm wich
will transform the short vector and new layouts will appear.

The layout generator randomly changes unfixed represen-
tation parameters in the limited range. Firstly, 25 layouts
were used to set the constraints. The procedure above in-
creased its number to 8659. CFD input file is created for

Parameter Value

1 Aria 0.02− 0.04

2 Aspect ratio 1.2− 1.7

3 Taper ratio 0.3− 0.65

4 Airfoil thickness 0.09− 0.12

Table 3: Vertical tail unit sub-model parameters and its limi-
tations

Parameter Value

1 Aria 0.03− 0.16

2 Aspect ratio 3− 5

3 Taper ratio 0.5− 0.8

4 Airfoil thickness 0.09− 0.12

Table 4: Horizontal tail unit sub-model parameters and its
limitations

each layout and numerical experiment is sturted in order to
determine the aerodynamic characteristics. These calcula-
tions have been made using BLWF CFD-code [7] where a
boundary-value problem for full velocity potential equation is
solved. Viscosity is taken into account in the boundary layer
approximation with fixed position of the laminar-turbulent
transition. Generated layouts are presented in Figure 7. In
this example all calculations were done on one flight regime.
The results of computations for drag, lift coefficients and
pitching moment are given in Figure 8. Each point in the
graph is separate layout.

4 ARTIFICIAL NEURAL NETS TECHNIQUE FOR THE
TROBLEM CONSIDERED

Before the creation of the ANN the learning task should
be formulated in a correct way. A computer program is said
to learn from experience E with respect to some class of tasks
T and performance measure P, if its performance at tasks in
T, as measured by P, improves with experience E [8]. For
quick estimation of aerodynamic characteristics E, T and P
are defined as followes:

Task T: the prediction of aerodynamic coefficients;
Performance measure P: cost function (squared difference

between the output of a neural network and calculated coeffi-
cient);

Training experience E: learning on dataset calculated by
CFD codes.

The process of creation of the ANN consists of 8 basic
steps:

International Micro Air Vehicle Conference and Flight Competition (IMAV) 2017 231

IMAV2017-33
http://www.imavs.org/pdf/imav.2017.33

IMAV 2017, Toulouse, France, 18-22 September 2017



Figure 4: The side view of vertical tail unit with local coordi-
nate system

Figure 5: 3 dimensional view of the horizontal tail unit with
local coordinate system

1 Collection of data for training
2 Data preparation and normalization
3 Network topology selection
4 Experimental selection of network characteristics
5 Experimental selection of training parameters
6 Training
7 Check the adequacy of training
8 Adjustment of parameters, final training

Steps 1,2 are related to data which must be presented in
one vectorized form and satisfy problem statement. Both re-
quirements were fulfilled automatically in the layout gener-
ator created with respect to it. All data were divided into 3
sets: training set - 4800 patterns (60%), validation set - 1600
patterns (20%) and test set - 1600 patterns (20%). Validation
vectors are used to stop training early if the network perfor-
mance on the validation vectors fails to improve or remains
the same. For quick estimation of the aerodynamic charac-
teristics direct feedforward ANN was created (step 3). The
network has the following characteristics (step 4). Input layer
has 100 neurons, hidden layer has 10 and output layer - 1 neu-
ron. For each aerodynamic coefficient, separate ANN was
trained. In step 5 sigmoid function was used as activation
function. Neural net was trained using Lavenberg-Merquardt

Figure 6: General view of the total MAV layout into base
coordinate system

method which adaptively varies the parameter updates be-
tween the gradient descent update and the Gauss-Newton up-
dates [9, 10]. In the gradient descent method, the sum of the
squared errors is reduced by updating the parameters in the
steepest-descent direction. In the Gauss-Newton method, the
sum of the squared errors is reduced by assuming the least
squares function is locally quadratic, and finding the min-
imum of the quadratic. The Levenberg-Marquardt method
acts more like a gradient-descent method when the parame-
ters are far from their optimal value, and acts more like the
Gauss-Newton method when the parameters are close to their
optimal value. This makes this algorithm the most widely
used optimization algorithm for wide variety of problems.

The following results are given for the lift coefficient.
Figure 9 demonstrates the error as a function of epoch. Train-
ing stops when network performance fails for 60 epochs in a
row as shown in Figure 10. An epoch is a measure of the num-
ber of times all of the training vectors are used once to up-
date the weights. Graphs in Figure 10 demonstrate the values
of gradient, parameter mu related to Levenberg-Marquardt
method and number of validation fails through the training
process.

To carry out the adequacy of training 1000 new patterns
were used. For each item the error was calculated which is
absolute value of difference between the neural net output
and the result obtained by direct calculation. The histogram
shown in Figure 11 demonstrates the distribution of errors.

Performance of neural net could be estimated in a dif-
ferent more visible way. Figure 12 demonstrates the results
of ANN lift coefficient approximation (vertical axis) versus
CFD results (horizontal axis). When ANN output is equal to
CFD calculation the points in the graph form a straight line.

Changing ANN parameters (step 8) it is possible to im-
prove its performance.

232 International Micro Air Vehicle Conference and Flight Competition (IMAV) 2017

IMAV2017-33
http://www.imavs.org/pdf/imav.2017.33

IMAV 2017, Toulouse, France, 18-22 September 2017



Figure 7: The examples of Generated MAV layouts. 3 dimen-
sional view (dimensions in meters)

5 CONCLUSION

The algorithm developed can be applied to experimen-
tal database with real viscosity and separation effects. Pro-
posed approach allows not only to estimate the aerodynamic
coefficients of MAV but also accumulate the experience, ob-
tained from different sources (calculations, flight and wind
tunnel tests etc.), during design process. It could be implic-
itly reused in development of similar MAVs series. Follow-
ing algorithm realization in software make it possible to solve
problems of comparative analysis of the layout aerodynamic
perfection and aerodynamic drag minimization.

Computational algorithms solve boundary value prob-
lems for which the correctness (existence and uniqueness of
the solution, continuity dependence on boundary conditions),
as a rule, is not proved. Consequently, the question of the
methods accuracy remains open. In practice, the problem
is solved by comparing the calculations with existing phys-
ical experiment, the data obtained with other methods and
by comparison with few exact solutions. Thus, there are no
rigorous general estimates of determination of integral or dis-
tributed characteristics accuracy for specific methods. Accu-
racy of the solutions exists only for specific types and density

Figure 8: Drag, lift and pitching moment coefficients of the
8659 layouts generated in automation mode after culling

Figure 9: The process of ANN training (mean square error
versus epoch)

of grids and specified parameters of the numerical scheme.
In this case, the application of artificial neural networks as
a universal approximator of the vehicle aerodynamic charac-
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Figure 10: Training control parameters related to Levenberg-
Marquardt algorithm

Figure 11: The error distribution on additional set (1000
items) for lift coefficient (The number of layouts versus ab-
solute value of neural net error)

teristics provides additional advantages, mainly because it is
possible to use heterogeneous data for its training.
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