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ABSTRACT

In this paper we deals with the limitation of flight
endurance for quadrotor unmanned aerial vehi-
cles. Quadrotor UAVs are multi-rotors flying
machines; thus, a large proportion of their en-
ergy is consumed by rotors in order to maintain
the vehicle in the air. In this concept, we intro-
duced an energetic model composed of quadro-
tor movement dynamic, motors dynamic and bat-
tery dynamic; then, the proposed model was
validated through simulation to show possibil-
ity of saving energy. An optimal control prob-
lem is formulated and solved in order to com-
pute minimum energy. In this problem, we seeks
to find control inputs and vehicle trajectory be-
tween initial and final configurations that min-
imize the consumed energy during a specific
mission. Simulation experiment is made for a
quadrotor to highlight the proposed optimization
method.

1 INTRODUCTION

In the last few years, rotary wings unmanned aerial vehi-
cles UAVs have attract more interest due to the wide range of
applications that can be addressed with such a vehicle. Re-
cently some promising new applications have been emerged
like package delivery, cinematography, agriculture surveil-
lance and aerial manipulation; however theses applications
still restricted since the embedded energy whose source is
LiPo battery provide a flight time between 15 and 45 minutes,
which limited the class of mission that can be carried out suc-
cessfully by the UAV. To undertake this problem, many ef-
forts have made in reduction of rotary wings UAVs weight
by the use of carbon fiber airframe and high energy density
intelligent-soft and in the improvement of power to weight
rate. These solutions success to reduced operating in energy-
starved regimes; nevertheless, no significant technological
progress is made until now.

Many studies have been proposed recently contributing
towards save energy and increased endurance. These contri-
butions have mainly focused on the design of automated bat-
tery charging/replacing system. A battery swapping system
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for multiple small-scale UAVs have been proposed in [1]. In
addition to the battery swapping mechanism, the system in-
cludes an online algorithm that can supervise replenishment
of many UAVs operating simultaneously, determine when the
vehicle require replenishment and perform a precision land-
ing onto the battery swapping mechanism’s landing platform.
In [2] the design, test and construction of an autonomous
ground recharge station for battery-powered quadrotor heli-
copter was presented. An energy management algorithm was
implemented for a multi-agent system where the priority is
given to the group to ensure the optimality of the solution re-
gardless of number, position and density of the environment.
Where in [3], an autonomous battery maintenance mecha-
tronic system to extends the operational time of battery pow-
ered small-scaled UAVs have been developed.

Other studies have introduce endurance estimation model,
in [4] a simple model is proposed to estimate the endurance of
an indoor hovering quadrotor, whereas in [5] a characteriza-
tion of the power consumption of rotorcraft supplied by LiPo
battery and an accurate endurance estimation model have
been introduced. In order to extends UAVs operating time
a battery state of charge based altitude controller for an six-
rotor aircraft was proposed in [6], where a battery monitor-
ing system was designed in order to estimate state of charge
(SOC) and then use it to calculate the designed controller.

In view of path following control with minimum energy
consumption, the authors in [7] evaluate the relationship be-
tween navigation speed and energy consumption in a minia-
ture quadrotor helicopter, which travels over a desired path
through experimental test. Then, a novel path-following con-
troller is proposed in which the speed of the rotorcraft is a
dynamic profile that varies with the geometric requirements
of the desired path.

The energy optimal path planning problem for rotary
wings UAVs has gain less interest in the unmanned aerial
systems literature. In [8] an approach has been proposed
to solve near-minimum-energy tours for an hexarotor on a
multi-target mission using the generalized traveling salesman
problem with Neighborhoods and a heuristic algorithm with
4-DOF dynamic model for cost function calculation. Where
in [9] minimum-energy paths were obtained between given
initial and final configurations for a 6-DOF quadrotor UAV
by solving an optimal control problem, also a minimum-time
and/or minimum-control-effort trajectory was calculated by
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Figure 1: Quadrotor scheme

solving a related optimal control problem.

Motivated by the previous discussion, in this paper we
introduced an energetic model for quadrotor UAVs. The pro-
posed energetic model contains the vehicle dynamic, actua-
tor dynamic and battery dynamic with an efficiency function
in order to modeled motor efficiency and have an energetic
model close to reality. Then, we proposed an energy opti-
mal control problem, where the objective is to minimize the
energy consumed by the quadrotor vehicle at the end of the
mission while the quadrotor aircraft has to satisfy boundary
conditions and feasibility constraints on the states of the sys-
tem and control inputs.

The rest of this paper is organized as follows. In section
2, we presented Energetic model. Then, in section 3 Energy
optimization problem is introduced. In section 4, nonlinear
programming method and simulation results are presented.
Conclusions and remarks are drawn in section 5.

2 ENERGETIC MODEL

Before proceeded in energy optimization we need an en-
ergetic model in order to have an idea about the energy con-
sumed by the vehicle during the mission and provide a direct
relation between energy and vehicle dynamic’s.

2.1 Quadrotor dynamic model

In this section, we will first introduce the quadrotor un-
manned aerial flying vehicles coordinate system as depicted
in Fig. 1. To study the system motion dynamics, two frames
are used: an inertial frame attached to the earth defined by
E%(eq1,€q2,€43) and a body-fixed frame E°(ey1,epa, €p3)
fixed to the center of mass of the quadrotor. The absolute
position of the quadrotor is described by p = [z,v,2]T and
its attitude by the Euler angles = [¢,6,4]". The attitude
angles are respectively Yaw angle (¢ rotation around z-axis),
Pitch angle ((# rotation around y-axis), and roll angle (¢ ro-
tation around x-axis) [10]. The dynamic model for quadrotor

IMAV 2017, Toulouse, France, 18-22 September 2017

vehicle can be derived as
md = (cos ¢ sinf cos ) + sin psin )T
mg = (cos ¢sinfsiny — sin ¢ cos )T
mZ = (cos pcos )T — mg
Lg = (I, — 1)) + JOw + luy
1,6 = (I. — L) ¢ — T + luy
L= (I, — I,)¢0 + uy

where @w = wi — wy + w3 — wy4. Where J is the rotor inertia,
m, I, I, and I, denotes the mass of the quadrotor flying
vehicle and inertia, [ is the distance from the center of mass
to the rotor shaft, ky, is the thrust factor and w; j = 1,...,4
is the motor speed, g = 9.81m/s? is the acceleration due to
gravity.

The control inputs are given as follows:

)]

T = kp(wi +wi + wi + wi)
uy = Kp(w2 — w?)
uz = fip(wi — wi)
uz = kr(w? — w3 + w2 —w?)

Remark 1. The Euler angles roll and pitch are assumed to
be limited to —7/2 < ¢ < 7/2, —7/2 < 0 < w/2. This
assumption is common in practice since the quadrotor vehicle
does not perform aggressive maneuvers over free flight.

2.2 Actuator dynamic

A quadrotor UAV actuator system is typically consist of
a LiPo battery, a brushless direct current (BLDC) motor and
an control stage to control the angular velocity (RPM) of the
motor. Electrical DC motors are well modeled by a circuit
containing a resistor, inductor, and voltage generator in series
[11].
di(t) N w(t) )

ot ky

where R is the motor internal resistance, L is the inductance,
w(t) is the rotational rat of the motor, and k, is the volt-
age constant of the motor, expressed in rad/s/volt. Also,
the motor torque 7 can be modeled as being proportional to
the current ¢(t) through the torque constant, k., expressed in
Nm/A.

v(t) = Ri(t) + L

T(t) = kei(t) 3)
The motor dynamics are modeled as a simple first order dif-
ferential equation (4) where w is driven by the motor torque
and the load friction torque @ s (w(t)). The inertia, J includes
the motor and the propeller, the motor torque comes from the
voltage generator, and the load friction torque results from
the propeller drag Q ¢ (w(t)) = kyw?(t), K, is the drag coef-
ficient.

duw(t)

5 = (1) = Qr(w(®) - Duw(t) “)
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bat . . . .. .
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<hat —

Figure 2: Battery scheme

where D, is the viscous damping coefficient of the motor
Nms/rad. Typically, the inductance of small, DC motors
is neglected compared to the physical response of the system
and so can be ignored. Under steady-state conditions, the cur-
rent i(t) is constant, and equation (2) reduces to :

w(t)

(1) = Rit) +

(&)

where the term %w(t) represent the electromotive force of
the motor. Table 1 shows the motor coefficients for the BLDC
motor used in our study.

Parameter Value

J (kg.m?) 4.1904e~°
ki (N.m/A) 0.0104e73
ky (rad/s/volt) 96.342
D,(Nms/rad)  0.2¢73

R (Ohm) 0.2

Table 1: Motor Coefficients

2.3 Battery dynamic

Li-ion battery possesses the greatest potential for future
development and optimization. In addition to small size and
low weight the Li-ion batteries offer the highest energy den-
sity and storage efficiency close to 100%, which makes them
ideally suited for portable devices. But the major drawbacks
of this type are its high cost [12] [13].

A physical Li-ion battery model was presented. The bat-
tery model was designed to accept inputs for current. The
outputs were voltage and state of charge (SOC). This model
does not take into account the influence of temperature and
the phenomenon of self-discharge [12]. However, it gives re-
sults close to reality. The model is based on the two equations,
the state of charge (SOC) and The voltage across the cell.

ff}
SOC = A 6
100{ o )
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the cell capacity in Ah, The parameters K bias voltage, A
exponential voltage and B exponential capacity are experi-
mental parameters determined from discharge curve.

Parameter Value

Q (Ah) 1.55
Rint (Ohm) 0.02

Ey (volt) 1.24

K (volt) 2.92¢73

A 0.156

B 2.35

Table 2: Battery parameters

The model is nonlinear, it was necessary to adapt the in-
put current to that seen by an elementary cell by dividing to
parallel branch number M,,; = 1. For output voltage of our
battery, we simply multiplied the output voltage of the cell
by the series branch number Np,; = 3. This methodology
requires hypothesize that the cells have the same behavior.

2.4 Energy and motor efficiency

Firsts let define the energy consumed by the vehicle dur-
ing the mission.

ty 4

E. /ZT] Yo (t 9)

with 7;(¢) is the torque generated by motor j and w; (¢) is ro-
tor speed at time ¢. By using equation (4) for the four motors,
equation (9) can be rewrite as follow:

ty 4

E.= /Z Jaoj (£) + rrw? (1) + Dyws; (¢ ))w](t)dt (10)

In order to make our energetic model more realistic, an effi-
ciency function is identified and added to energy function (9).
The efficiency of the brushless dc motor used for actuate
quadrotor helicopter is function of motor torque and rotor
speed f,-(7(t),w(t)). We have used polynomial interpolation
for efficiency function identification, thus f,.(7(t),w(t)) can
be formulated as follow:

Fr(r(0), () = alw(®) (@) + b(w(®) T (?)
+c(w(®)7(t) +d(w(t)) (11
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Figure 3: Quadrotor altitude (a) and consumed energy (b)

and
a(w(t)) = ayw?(t
b(w(t)) = agw?(t
c(w(t)) = asw?(
d(w(t)) = asw?(t

+ blw(t) +c1
+ bzw(t) + Co

)
)

t) +bsw(t) +cs
)

—|— b4w(t) + Cq

The parameters of the polynomial are calculated using Matlab

for the four motors (we assume that the motors are identical).

ap = —-1.72107°

as =1.95107°
as = —6.98 107
as = 4.091077

by = 0.014
by = —0.0157
bs = 5.656 1073

by = —3.908 104

c1 = —0.8796
c2 = 0.3385
c3 = 0.2890
cq = 0.1626

Then the consumed energy (10) can be rewrite as

tf4

ij (t) + Krw2(t) + Dys; (t))

P>

12)

Frg (75(t), w5 (1))
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Figure 4: Control inputs, missionl (a) mission2 (b)

2.5 Effect of control inputs on energy consumption

In order to validate the proposed energetic model, we have
simulated tow vertical take-off mission with two different al-
titude trajectory as depicted in Fig. 3-a, and different control
inputs as shown in Fig. 4. The missions have the same du-
ration ty = 6s and the same initial and final configuration.

We have calculate the consumed energy for two mission
using equation (12). For the first mission (red line) the con-
sumed energy is £y = 5.12kJ, where in second mission
(blue line) the consumed energy is Fs = 5.97kJ; thus the
gain between two mission with the same initial and final con-
figuration is 17%. For a specific mission, energy optimization
ca be achieved; what we need is to find control inputs and tra-
jectory that give optimal consumption of energy.

3 ENERGY OPTIMIZATION

The energy optimization problem seeks to find control
inputs and trajectory for quadrotor helicopter that minimize
the consumed energy while satisfying a set of constraints on
states and control inputs. In view of optimal control, we try to
compute an open-loop solution to an optimal control problem.
We looking for control inputs of system (1) that minimize the
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Figure 5: Brushless motor efficiency

consumed energy during a mission between two specific ini-
tial and final configurations.

3.1 Problem statement

Now the problem of optimal energy trajectory plan-
ning can be formulated as a minimization problem, by
which the final consumed energy FE.(tf) is used as
the cost function. In addition the state variables in
[, 2,9, 0, 2, %, ¢, $,0,0,1,4]T and control variables in
[w1,ws,ws,ws)T are constrained to satisfy the vehicle dy-
namics (1) and boundary conditions. The mission is to fly
between specified initial and final positions during a time in-
terval [to, t ] where ¢y and ¢ are given.

Based on the above description, the optimal control prob-
lem can be formulated as:

(min) E.(ty) (13)
subject to
mZ = (cos ¢ sinf cos ) + sin psin )T
my = (cos ¢sinfsint — sin ¢ cos )T
mz = (cos ¢ cos 0)T — mg
L:d = (I, — 1)0Y + JOw + luy
10 = (I, — L)t — Jdw + lus
L= (I, — I,)¢0 + uy (14)

and

™ s . .

Wmin S Wy S Wmazx
OSTSTmaxv ‘ukl Sumaxa k:13273 (15)
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with boundary conditions:

[2(t0), y(to), 2(to), d(to), O(t0), ¥ (t0)]" =
[0, Yo, 20, b0, 0o, o] "
[(ty), y(te), (¢ =[5, 5, 27]" (16)

The additional constraints in (16) are associated with vehicle
dynamics where wy,;,, and wy,q, are the minimum and maxi-
mum feasible velocity of the aircraft rotors, respectively. The
roll and pitch angles, ¢, 6, have to satisfy |¢| < 7, [0] < T
based on their physical definition, and || < ¥ is required to
generate a smooth trajectory where W is the maximum chang-
ing rate of the heading angle.

4 NONLINEAR PROGRAMMING AND SIMULATION
RESULTS

4.1 Nonlinear programming method

The optimal control problem presented in the previous
sections (13)-(17) is a complex nonlinear optimization prob-
lem. The general approach to solve this problem is the direct
collocation method. The basic idea of direct collocation is to
discretize a continuous solution to a problem represented by
state and control variables by using linear interpolation to sat-
isfy the differential equations. In this way an optimal control
problem is transformed into a nonlinear programming prob-
lem (NLPP).

In our study, the proposed optimal control problem have
been numerically solved using a Matlab software called
GPOPS-II [14]. The software employs a Legendre-Gauss-
Radau (LGR) [15][16] quadrature orthogonal collocation
method where the continuous-time optimal control problem
is transcribed to a large sparse nonlinear programming prob-
lem (NLP). it used an adaptive mesh refinement method that
determines the number of mesh intervals and the degree of
the approximating polynomial within each mesh interval to
achieve a specified accuracy. The software allows the use of
two nonlinear programming (NLP) solver used to solve the
NLPP. The first is the open-source NLP solver IPOPT (In-
terior Point OPTimizer) [17], where the second is the NLP
solver SNOPT (Sparse Nonlinear OPTimizer) [18].

4.2  Simulation Results

Problem (13)-(17) was solved using the open-source NLP
solver IPOPT in second derivative (full Newton) mode with
the publicly available multi-frontal massively parallel sparse
direct linear solver MUMPS [19]. All results were obtained
using the implicit integration form of the Radau collocation
method and various forms of the aforementioned ph mesh re-
finement method using default NLP solver settings and the
automatic scaling routine in GPOPS-II.

In our tests we considered the DJI Phantom 2 quadrotor
[20] with multi-rotor propulsion system (2212/920KV mo-
tors). The physical parameters of the Phantom 2 used in the
simulation experiment, are reported in Table 3.
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Figure 6: Quadrotor position (a) and linear velocity during
the trajectory (b)

The problem (13)-(17) was numerically solved to find the
minimum energy control inputs w; (¢) that allows quadrotor to
fly from the initial position [z, y, 2]7 = [0,0,0]% at time to =
0 to the final one [z,y,2]T = [4,5,6]7 at time t; = 10s,
with initial condition [.To, Y0, 20, 0, 0o, ’l/)o]T = [leg]T and
final condition [zf,yy, 25, 05,05, 0] = [4,5,6,0,0,0]T.
Null initial angular and linear velocities were considered
[T0, J0, 20, P0,00,%0]T = [01x6]T and the same for final an-
gular and linear velocities . With respect to constraints in
(12) the initial guess for inputs control is given by ws =
912,32 rad/s which means that the total thrust is T =
12,75 N which corresponds the thrust necessary to counter-
balance the gravity acceleration. Fig. 6 shows the time evo-
lutions of the vehicle position and linear velocity, were Fig. 7
shows the time evolutions of the vehicle attitude and angular
velocity. Fig. 8 reports The optimal trajectory in (z — y — z)
space and the control inputs w;(t). The energy consumed by
the quadrotor to ravel this trajectory is E.(ty) = 10.38 kJ
Fig. 9.

4.3 Comparative study

In order to evaluate the energy consumed by the vehicle
and have an idea about the saving energy with the proposed
approach, we have compared the energy consumed by the
quadrotor vehicle under our optimal control approach and the
energy consumed under a classical control approach.
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Figure 7: Quadrotor attitude (a) and angular velocity (b)

The classical control approach consist of two controller, a
low-level controller and the high-level control algorithm for
quadrotor vehicle.

The low-level control module consist of an adaptive fuzzy
backstepping controller [10], composed of three terms , the
fuzzy adaptive control term which is designed to approximate
a model-based backstepping control law uy ; = @]Tgoj(azs),
where GJT is the vector of fuzzy basis functions, ¢;(zs) is
the vector of adjustable parameters of the fuzzy logic system
and x, is the state vector. The bounded robust control term
Upj = Sj tanh(eeﬁ) employed to compensate the fuzzy ap-
proximation error.J Finally, u, ; = kojea; the proportional
derivative term.

The tracking errors is defined as:

€15 = T4 — %15, J=1,...,6 (17)

where x1; 4 is the position and attitude desired signals. Using
position controller us and ug (18), the desired roll and pitch
U5 COS Y + Ug sin@b)

g
cosfy). The backstepping

signals can be calculated as 6; = atan(

w5 Sin Y — ug cos P

pa = atan(

second tracking errors signals is defined as

€2j = Uj — T2j (18)
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with the virtual control law v; = %15 4 + k1e1; and kq; > 0.
Then, we introduce the following tracking control algorithm.

u;(t) = @?@j(%‘s) + Sj tanh <e€2j> + kojea; (19)
J
0; = yjeaip;(ts) (20)
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33‘ = 77j€2j tanh (662]) (21)
J

where ko; > 0,¢; > 0,7; > 0,7; > 0are design parameters.
The high-level control algorithm consist of a third degree

polynomial, () = ag + a1t + ast? + a3t?, with initial and

final conditions on position and velocity ¢(to) = qo, q(ts) =

qf, 4(to) = do, 4(ty) = ¢ we can calculate parameters of

the polynomial.

4.4 Comparison

The consumed energy obtained with the classical ap-
proach is E.(ty) = 10.49 kJ, compared to the energy con-
sumed by the proposed approach, its increase with 1% from
the total energy, which is not a good saving quantity of en-
ergy. To improve the saving quantity of energy we must make
he model more energetic, which will be the objective of future
work.

We have made a comparative study between our approach
and the approach proposed by [9] for a final time ¢y = 20s.
The consumed energy obtained with the approach proposed
in[9]is E¢1(tf) = 26.23 k.J, where the energy consumed by
our approach for the same boundary conditions is E(tf) =
20.72 kJ. The energy saved by the proposed approach com-
pared to the one proposed in [9] is 26.59% from the total
energy.

Parameter Value
[ (m) 0.175
m (kg) 1.3

I, (kgm?) 0.081
1, (kgm?) 0.081
I, (kgm?) 0.142

ky (N/rad/s) 3.8305¢ 6
kr (Nm/rad/s) 2.2518¢78

Table 3: Quadrotor parameters

5 CONCLUSION AND FUTURE WORK

In this paper we have introduced an energetic model
for quadrotor vehicle. The energetic model contains vehi-
cle movement dynamic, actuators dynamic, battery dynamic
and an efficiency function for energy computing. Then, we
have validated the energetic model through two different mis-
sion with the same initial and final configurations. For en-
ergy optimization purpose, an optimal control problem have
been introduced and solved using an optimal control software
GPOPS-IL In the optimal control problem we seeks to find
the vehicle control inputs and trajectory that minimize the
consumed energy during a specific mission. The numerical
experiments illustrated the solutions of the proposed optimal
control problem, and the comparative study provide quanti-
zation of energy that can be saved in a simple mission.
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In future work, we will incorporate propeller aerody-
namic to improve the energetic model, and we will introduce
an energy optimization problem with respect to battery life.
We are also going to advise an experimental procedure to val-
idate the proposed approach.
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