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ABSTRACT

Despite extensive research background and
availability of components, navigation systems
for small Unmanned Aerial Vehicles (UAVs)
that incorporate all the three methods (vision-,
inertia-, and satellite-based) in a single module
are not available in the market. To solve this
problem we develop a commercially suitable hy-
brid navigation module, incorporating two state-
of-the-art visual navigation algorithms, namely:
Fast Semi-Direct Monocular Visual Odometry
and Large-Scale Direct Monocular SLAM, while
a framework called Multi-Sensor-Fusion Ex-
tended Kalman Filter is used for fusing readings
from the visual sensor with the other ones. The
software is implemented on top of the Robot Op-
erating System. After prototyping the system,
we test it for robustness to different motion and
environment types to ensure that it is viable for
commercial applications.

1 INTRODUCTION

Over the past two decades there has been a lot of advances
in research on visual and hybrid navigation for robots [1],
however, most of the works were merely aimed at proving
the concept, so there has been much engineering work left to
be conducted. Nowadays, the standard navigation kit of small
UAVs remains consisting only of Inertial Navigation System
(INS), some secondary sensors (e.g. an atmosphere pressure
sensor) and a Global Navigation Satellite System (GNSS) re-
ceiver [2]. Despite some attempts to endow small UAVs with
visual sensing [3, 4, 5], there is still no ubiquitous vision-
based GNSS backup system.

2 MATERIALS AND METHODS

Two state-of-the-art monocular visual navigation algo-
rithms, which can be run online on modern microcomputers,
were used:

1. Fast Semi-Direct Monocular Visual Odometry (SVO)
[6] extracts feature-points from the image-frame only
when the observed scene significantly differs from the
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reference one. For all other interim cases the algorithm
applies a sparse direct method for matching patches
around the highlighted features. To work correctly
SVO requires a high frequency image input stream (ap-
proximately 50Hz and up).

2. Large-Scale Direct Monocular SLAM (LSD) [7] is a
novel direct monocular visual navigation algorithm,
which incorporates frame depth estimation errors into
photometric error of their alignment. This approach
enables correction of scale drifting by geometry opti-
mization of the scale along with rigid body transforma-
tion.

Multi-Sensor-Fusion Extended Kalman Filter (MSF) [8] is an
algorithm for fusing navigation data with automatic calibra-
tion of absolute and relative measurements.

Robot Operating System (ROS) [9] is an open source plat-
form with a set of tools, libraries and drivers designed to ease
the process of creating and sharing robotic software. ROS
project constitutes a set of small program modules called
nodes, which communicate with each other through publish-
ing messages to specific topics and subscribing to them re-
spectively.

Pixhawk [10] is a low-cost open hardware and software
flight control module, which includes an autopilot, processing
unit, sensors and input/output system.

PX4 Pro [11] is a running on Pixhawk flight control stack,
which is a state-of-the-art software platform. PX4 Pro en-
ables seamless integration of visual navigation data into posi-
tion estimation by means of an inertial navigation filter INAV
[12] or a Kalman filter.

Intel NUC i5 [13] is a mini, but complete computer with
Intel Core i5 processor. Used in the work as an additional
computational module.

PlayStation 3 Eye [14] is a low-cost digital usb camera
which allows high-frequency frame capturing (up to 120 Hz).

To test the system robustness we used environments with
different texture parameters. Two examples of test scenes are
provided in figure 1. We also used different system motion
types, which included rotations, horizontal and vertical trans-
lations.
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Figure 1: Examples of test environments.

3 RESULTS

We tested how the combination of the two visual naviga-
tion algorithms improves system robustness in terms of du-
ration of critical moments (i.e. moments within which both
algorithms fail to track the motion). Figure 2 represents the
statistics of gain in robustness over 34 tests. The value of
robustness gain for each test was calculated as a ratio of the
total duration of critical moments to the minimum total track-
ing fail durations of both algorithms. The mean value of the
robustness gain is approximately 0.46.

Figure 2: Tests statistics on gain in robustness when combi-
nation of visual navigation algorithms is used.

Duration of each single fail period is also an important
indicator of robustness (see Figure 3), since the system has
to rely only on an extremely unstable INS within critical mo-
ments. The mean LSD fail duration is 0.21s, whereas mean
hybrid is 0.18. SVO has huge outliers, so it is better described
by median, which is 0.39s.

4 SYSTEM DEVELOPMENT

4.1 System Architecture
The algorithms reviewed above are quite resource de-

manding, thus in order to run them online, an additional com-
putationally powerful hardware is needed. On the other hand,
to insure against failures of the computation module it is re-
quired to provide the autopilot with inertial and satellite data
independently. Such considerations led us to a system de-
sign, where the autopilot receives these data first and then re-

Figure 3: The duration statistics in seconds of each single
fail period. More than 98% cases for LSD and hybrid, and
86% cases for SVO are under 1s. The rest cases for LSD
and hybrid are under 2s, whereas SVO fail time is unlimited
(for some tests this algorithm was even unable to initialize
because of lack of features).

translates it to the computational module. A Pixhawk control
module fits this design and it already includes INS and al-
timeter. Moreover, PX4 Flight Stack can also estimate states
based on these data and fuse it with the one, calculated by
the external module, in the role of the visual state estimation.
Here it is worth being noticed that the computation module
also fuses inertial and satellite data with the visual informa-
tion, but passes the result in the figure of visual state estima-
tion without any repercussions, just in order to fit the standard
interface with the Pixhawk autopilot. ROS is helpful for or-
ganizing internal software modules, which run different algo-
rithms (Core Nodes), as well as communications between the
computation module and the autopilot (mavros interface) and
camera (usb cam interface). The described system design is
represented in the Figure 4.

Figure 4: Software and hardware architecture of the hybrid
navigation module.

4.2 Core Nodes Framework

Now let us look at the architecture of hybrid naviga-
tion core nodes in more detail (Figure 5). They have three
input data flows: the first one is raw image shots by the
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camera (usb cam/image raw), the second contains processed
data from INS and altimeter (mavros/imu), and the third
data flow represents the final fusion by PX4 Flight Stack of
all state estimations incorporating the satellite data as well
(mavros/local position).

Visual navigation algorithms are run in the separate nodes
and require monochromic undistorted images, which are rec-
tified by imag proc node. In case visual tracking is lost,
the basic SVO and LSD implementation moves into the re-
localization stage, trying to match incoming images with the
explored scenes. The disadvantage of such an approach is
that re-localization disables further tracking until the UAV
returns in the previously visited area. We modified frame-
works of these algorithms to force re-initialization instead of
re-localization and notify MSF about it. However, such mod-
ification brought two new problems: firstly, the system resets
the state estimation, so after re-initialization it works in a new
coordinate system, and secondly, the system is losing infor-
mation about motion during re-initialization, which could be
critical if there are tiniest little changes in orientation or scale.
We resolved these problems in the supervisor node. State es-
timations from SVO and LSD are fused with the inertial state
estimation and atmosphere pressure in MSF, which is instan-
tiated in two separate nodes (one for each visual navigation
algorithm). The implementation of the MSF was also modi-
fied to do re-initialization once the corresponding notification
is received.

The output data flow is formed by the Supervisor node in
the figure of visual state estimation as it was mentioned in the
previous section.

Figure 5: Hybrid navigation core nodes and their framework.

4.3 Supervisor Design
The supervisor design and framework are depicted in the

Figure 6. Three callback functions (two of them process re-
fined by MSF state estimations from SVO and LSD, the third
one processes local position via mavros interface) and the
main thread are run in parallel. The callback functions re-
ceive messages from the corresponding nodes and write their
info to the target buffers. The main thread firstly resolves
the problems connected with re-initializations of visual nav-
igation algorithms (Reinforced Navigation, elaborated in the

next section). Here we emphasize that after this stage, state
estimations originated from SVO and LSD are transformed
in one consistent coordinate system. A wide class of algo-
rithms now can be applied to fuse these states, from a simple
states averaging smoothing through a Kalman filter to more
advanced ones with, for example, applying machine learn-
ing techniques. The result of the fusion is advertised in vi-
sion pose output data flow.

Figure 6: Supervisor node design and framework.

4.4 Reinforced Navigation
The Reinforced Navigation algorithm is based on the

following idea: when one visual navigation node finishes
re-initialization, state estimations from the other one, if it
tracks motion correctly, can be used to supplement the lost
information. In case both visual navigation algorithms are
failed tracking simultaneously (assume that satellite data is
not available too), the system can rely only on inertial and
pressure sensors. However, it should be taken into account
that commercial grade INS are reliable only for a few frac-
tions of a second [15], thus we call such cases critical. Actu-
ally, the maximum duration of a critical moment depends on
the scale of the mission, but generally, they shall be shorter
than approximately 0.5–2 seconds.

5 DISCUSSION

The prototyped navigation unit has the total weight
(approximately 500g) and components cost (approximately
$600). These values can be considered as an upper bound es-
timation of the corresponding parameters of the off-the-shelf
version, so here we imply that the system can be technically
and economically viable for commercial small UAVs, which
can carry payload from a few hundred grams and cost from a
few thousand dollars.
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We examined the system on its robustness by a number
of tests with different environments and motion types and the
demonstrated level is appropriate for large-scale outdoor ap-
plications. There are also several limitations connected with
monocular implementation of visual navigation, the most im-
portant of them are: the observed scene should be almost
static, sufficiently optically transparent and well-lit. How-
ever, despite these limits, the system is still suitable for the
majority commercial applications, like agriculture, real es-
tate, and infrastructure monitoring, since they use UAVs in
good weather conditions during the daylight.

For the prototyping purposes we used only two visual
navigation algorithms, however, the developed framework al-
lows for adding other algorithms implemented as ROS node.
Moreover the system robustness might be improved if differ-
ent configurations of SVO or LSD are incorporated, which is
also possible within the framework.

6 CONCLUSION

We developed a commercially suitable hybrid navigation
unit, which includes three components; the first two are clas-
sical GNSS and INS, whereas the third one is vision-based,
which is implemented via a monocular video camera. Visual
information is processed in a separate powerful mini com-
puter by two state-of-the-art algorithms for visual navigation,
which are integrated and complemented to increase system
robustness. Conducted tests showed an average two-fold in-
crease in robustness in terms of visual tracking failure total
durations. We also saw a slight gain in terms of average sin-
gle failure duration time when the algorithms are combined.
In addition, the developed framework allows using more al-
gorithms limited only by the computational power.
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